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Preface

These lecture notes are intended for an advanced astrophysics course on Stellar Structure and Evolu-
tion given at Utrecht University (NS-AP434M). Their goal is to providean overview of the physics
of stellar interiors and its application to the theory of stellar structure and evolution, at a level appro-
priate for a third-year Bachelor student or beginning Master student in astronomy. To a large extent
these notes draw on the classical textbook by Kippenhahn & Weigert (1990; see below), but leaving
out unnecessary detail while incorporating recent astrophysical insights and up-to-date results. At
the same time I have aimed to concentrate on physical insight rather than rigorous derivations, and
to present the material in a logical order, following in part the very lucid butsomewhat more basic
textbook by Prialnik (2000). Finally, I have borrowed some ideas from thetextbooks by Hansen,
Kawaler & Trimble (2004), Salaris & Cassissi (2005) and the recent book by Maeder (2009).

These lecture notes are evolving and I try to keep them up to date. If you find any errors or incon-
sistencies, I would be grateful if you could notify me by email (O.R.Pols@uu.nl).

Onno Pols
Utrecht, September 2011
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Physical and astronomical constants

Table 1. Physical constants in cgs units (CODATA 2006).

gravitational constant G 6.674 3× 10−8 cm3 g−1 s−2

speed of light in vacuum c 2.997 924 58× 1010 cm s−1

Planck constant h 6.626 069× 10−27 erg s
radiation density constant a 7.565 78× 10−15 erg cm−3 K−4

Stefan-Boltzmann constantσ = 1
4ac 5.670 40× 10−5 erg cm−2 s−1 K−4

Boltzmann constant k 1.380 650× 10−16 erg K−1

Avogadro’s number NA = 1/mu 6.022 142× 1023 g−1

gas constant R = kNA 8.314 47× 107 erg g−1 K−1

electron volt eV 1.602 176 5× 10−12 erg
electron charge e 4.803 26× 10−10 esu

e2 1.440 00× 10−7 eV cm
electron mass me 9.109 382× 10−28 g
atomic mass unit mu 1.660 538 8× 10−24 g
proton mass mp 1.672 621 6× 10−24 g
neutron mass mn 1.674 927 2× 10−24 g
α-particle mass mα 6.644 656 2× 10−24 g

Table 2. Astronomical constants, mostly from the Astronomical Almanac (2008).

Solar mass M⊙ 1.988 4× 1033 g
GM⊙ 1.327 124 42× 1026 cm3 s−2

Solar radius R⊙ 6.957× 1010 cm
Solar luminosity L⊙ 3.842× 1033 erg s−1

year yr 3.155 76× 107 s
astronomical unit AU 1.495 978 71× 1013 cm
parsec pc 3.085 678× 1018 cm
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Chapter 1

Introduction

This introductory chapter sets the stage for the course, and briefly repeats some concepts from earlier
courses on stellar astrophysics (e.g. the Utrecht first-year courseIntroduction to stellar structure and
evolutionby F. Verbunt).

Thegoalof this course on stellar evolution can be formulated as follows:

to understand the structure and evolution of stars, and their observational properties,
using known laws of physics

This involves applying and combining ‘familiar’ physics from many different areas (e.g. thermody-
namics, nuclear physics) under extreme circumstances (high temperature,high density), which is part
of what makes studying stellar evolution so fascinating.

What exactly do we mean by a ‘star’? A useful definition for the purpose of this course is as follows:
a star is an object that (1) radiates energy from an internal source and(2) is bound by its own gravity.
This definition excludes objects like planets and comets, because they do notcomply with the first
criterion. In the strictest sense it also excludes brown dwarfs, which are not hot enough for nuclear
fusion, although we will briefly discuss these objects. (The second criterion excludes trivial objects
that radiate, e.g. glowing coals).

An important implication of this definition is that stars mustevolve(why?). A star is born out of an
interstellar (molecular) gas cloud, lives for a certain amount of time on its internal energy supply, and
eventually dies when this supply is exhausted. As we shall see, a second implication of the definition
is that stars can have only a limited range of masses, between∼0.1 and∼100 times the mass of the
Sun. Thelife and deathof stars forms the subject matter of this course. We will only briefly touch on
the topic ofstar formation, a complex and much less understood process in which the problems to be
solved are mostly very different than in the study of stellar evolution.

1.1 Observational constraints

Fundamental properties of a star include themass M(usually expressed in units of the solar mass,
M⊙ = 1.99× 1033 g), theradius R(often expressed inR⊙ = 6.96× 1010 cm) and theluminosity L,
the rate at which the star radiates energy into space (often expressed inL⊙ = 3.84× 1033 erg/s). The
effective temperature Teff is defined as the temperature of a black body with the same energy flux
at the surface of the star, and is a good measure for the temperature of thephotosphere. From the
definition of effective temperature it follows that

L = 4πR2σT4
eff . (1.1)
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In addition, we would like to know thechemical compositionof a star. Stellar compositions are
usually expressed as mass fractionsXi , wherei denotes a certain element. This is often simplified
to specifying the mass fractionsX (of hydrogen),Y (of helium) andZ (of all heavier elements or
‘metals’), which add up to unity. Another fundamental property is therotation rateof a star, expressed
either in terms of the rotation periodProt or the equatorial rotation velocityυeq.

Astronomical observations can yield information about these fundamental stellar quantities:

• Photometric measurementsyield the apparent brightness of a star, i.e. the energy flux received
on Earth, in different wavelength bands. These are usually expressed as magnitudes,e.g. B,
V, I , etc. Flux ratios or colour indices (B − V, V − I , etc.) give a measure of the effective
temperature, using theoretical stellar atmosphere models and/or empirical relations. Applying
a bolometric correction (which also depends onTeff) yields the apparent bolometric flux,fbol

(in erg s−1 cm−2).

• In some cases thedistance dto a star can be measured, e.g. from the parallax. The Hipparcos
satellite has measured parallaxes with 1 milliarcsec accuracy of more than 105 stars. The lumi-
nosity then follows fromL = 4πd2 fbol, and the radius from eq. (1.1) if we have a measure of
Teff.

• An independent measure of the effective temperature can be obtained frominterferometry. This
technique yields the angular diameter of a star if it is sufficiently extended on the sky, i.e. the
ratio θ = R/d. Together with a measurement offbol this can be seen from eq. (1.1) to yield
σT4

eff = fbol/θ
2. This technique is applied to red giants and supergiants. If the distance is also

known, a direct measurement of the radius is possible.

• Spectroscopyat sufficiently high resolution yields detailed information about the physical con-
ditions in the atmosphere. With detailed spectral-line analysis using stellar atmosphere models
one can determine the photospheric properties of a star: the effective temperature and surface
gravity (g = GM/R2, usually expressed as logg), surface abundances of various elements (usu-
ally in terms of number density relative to hydrogen) and a measure of the rotation velocity
(υeqsini, wherei is the unknown inclination angle of the equatorial plane). In addition, for
some stars the properties of thestellar wind can be determined (wind velocities, mass loss
rates). All this is treated in more detail in the Master course onStellar Atmospheres.

• The most important fundamental property, the mass, cannot be measured directly for a single
star. To measure stellar masses one needsbinary starsshowing radial velocity variations (spec-
troscopic binaries). Radial velocities alone can only yield masses up to a factor sini, wherei is
the inclination angle of the binary orbit. To determine absolute mass values one needs informa-
tion on i, either from a visual orbit (visual binaries) or from the presence of eclipses (eclipsing
binaries). In particular for so called double-lined eclipsing binaries, in which the spectral lines
of both stars vary, it is possible to accurately measure both the masses and radii (with 1–2 % ac-
curacy in some cases) by fitting the radial-velocity curves and the eclipse lightcurve. Together
with a photometric or, better, spectroscopic determination ofTeff also the luminosity of such
binaries can be measured with high accuracy, independent of the distance. For more details see
the Master course onBinary Stars.

All observed properties mentioned above are surface properties. Therefore we need atheory of
stellar structureto derive the internal properties of a star. However, some direct windows on the
interior of a star exist:
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Figure 1.1. H-R diagram of solar neighbourhood. Source: Hipparcos, stars with d measured to< 10 %
accuracy.

• neutrinos, which escape from the interior without interaction. So far, the Sun is the only (non-
exploding) star from which neutrinos have been detected.

• oscillations, i.e. stellar seismology. Many stars oscillate, and their frequency spectrumcontains
information about the speed of sound waves inside the star, and therefore about the interior
density and temperature profiles. This technique has provided accurate constraints on detailed
structure models for the Sun, and is now also being applied to other stars.

The timespan of any observations is much smaller than a stellar lifetime: observations are like
snapshots in the life of a star. The observed properties of an individualstar contain no (direct) infor-
mation about its evolution. The diversity of stellar properties (radii, luminosities, surface abundances)
does, however, depend on how stars evolve, as well as on intrinsic properties (mass, initial composi-
tion). Properties that are common to a large number of stars must correspondto long-lived evolution
phases, and vice versa. By studying samples of stars statistically we can infer the (relative) lifetimes
of certain phases, which provides another important constraint on the theory of stellar evolution.

Furthermore, observations of samples of stars reveal certain correlations between stellar properties
that the theory of stellar evolution must explain. Most important are relations between luminosity and
effective temperature, as revealed by theHertzsprung-Russell diagram, and relations between mass,
luminosity and radius.

1.1.1 The Hertzsprung-Russell diagram

The Hertzsprung-Russell diagram (HRD) is an important tool to test the theory of stellar evolution.
Fig. 1.1 shows the colour-magnitude diagram (CMD) of stars in the vicinity of the Sun, for which the
Hipparcos satellite has measured accurate distances. This is an example of avolume-limitedsample
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Figure 1.2. Colour-magnitude diagrams of a young open cluster, M45 (thePleiades, left panel), and a globular
cluster, M3 (right panel).

of stars. In this observers’ HRD, the absolute visual magnitudeMV is used as a measure of the
luminosity and a colour index (B− V or V − I ) as a measure for the effective temperature. It is left
as an exercise to identify various types of stars and evolution phases in thisHRD, such as the main
sequence, red giants, the horizontal branch, white dwarfs, etc.

Star clusters provide an even cleaner test of stellar evolution. The stars ina cluster were formed
within a short period of time (a few Myr) out of the same molecular cloud and therefore share the same
age and (initial) chemical composition.1 Therefore, to first-order approximation only the mass varies
from star to star. A few examples of cluster CMDs are given in Fig. 1.2, fora young open cluster (the
Pleiades) and an old globular cluster (M3). As the cluster age increases,the most luminous main-
sequence stars disappear and a prominent red giant branch and horizontal branch appear. To explain
the morphology of cluster HRDs at different ages is one of the goals of studying stellar evolution.

1.1.2 The mass-luminosity and mass-radius relations

For stars with measured masses, radii and luminosities (i.e. binary stars) we can plot these quantities
against each other. This is done in Fig. 1.3 for the components of double-lined eclipsing binaries for
which M, R andL are all measured with∼< 2 % accuracy. These quantities are clearly correlated, and
especially the relation between mass and luminosity is very tight. Most of the starsin Fig. 1.3 are
long-lived main-sequence stars; the spread in radii for masses between1 and 2M⊙ results from the
fact that several more evolved stars in this mass range also satisfy the 2 % accuracy criterion. The
observed relations can be approximated reasonably well by power laws:

L ∝ M3.8 and R∝ M0.7. (1.2)

Again, the theory of stellar evolution must explain the existence and slopes ofthese relations.

1The stars in a cluster thus consitute a so-calledsimple stellar population. Recently, this simple picture has changed
somewhat after the discovery of multiple populations in many star clusters.
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Figure 1.3. Mass-luminosity (left) and mass-radius (right) relationsfor components of double-lined eclipsing
binaries with accurately measuredM, RandL.

1.2 Stellar populations

Stars in the Galaxy are divided into different populations:

• Population I: stars in the galactic disk, in spiral arms and in (relatively young) open clusters.
These stars have ages∼< 109 yr and are relatively metal-rich (Z ∼ 0.5− 1Z⊙)

• Population II: stars in the galactic halo and in globular clusters, with ages∼ 1010 yr. These stars
are observed to be metal-poor (Z ∼ 0.01− 0.1Z⊙).

An intermediate population (with intermediate ages and metallicities) is also seen in the disk of the
Galaxy. Together they provide evidence for thechemical evolutionof the Galaxy: the abundance
of heavy elements (Z) apparently increases with time. This is the result of chemical enrichment by
subsequent stellar generations.

The study of chemical evolution has led to the hypothesis of a ‘Population III’ consisting of the
first generation of stars formed after the Big Bang, containing only hydrogen and helium and no
heavier elements (‘metal-free’,Z = 0). No metal-free stars have ever been observed, probably due to
the fact that they were massive and had short lifetimes and quickly enriched the Universe with metals.
However, a quest for finding their remnants has turned up many very metal-poor stars in the halo,
with the current record-holder having an iron abundanceXFe = 4× 10−6XFe,⊙.

1.3 Basic assumptions

We wish to build a theory of stellar evolution to explain the observational constraints highlighted
above. In order to do so we must make some basic assumptions:

• stars are considered to beisolatedin space, so that their structure and evolution depend only on
intrinsic properties (mass and composition). For most single stars in the Galaxy this condition
is satisfied to a high degree (compare for instance the radius of the Sun with the distance to its
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nearest neighbour Proxima Centauri, see exercise 1.2). However, for stars in dense clusters, or
in binary systems, the evolution can be influenced by interaction with neighbouring stars. In
this course we will mostly ignore these complicating effects (many of which are treated in the
Master course onBinary Stars).

• stars are formed with ahomogeneous composition, a reasonable assumption since the molecular
clouds out of which they form are well-mixed. We will often assume a so-called ‘quasi-solar’
composition (X = 0.70, Y = 0.28 andZ = 0.02), even though recent determinations of solar
abundances have revised the solar metallicity down toZ = 0.014. In practice there is relatively
little variation in composition from star to star, so that the initial mass is the most important
parameter that determines the evolution of a star. The composition, in particularthe metallicity
Z, is of secondary influence but can have important effects especially in very metal-poor stars
(see§ 1.2).

• spherical symmetry, which is promoted by self-gravity and is a good approximation for most
stars. Deviations from spherical symmetry can arise if non-central forces become important
relative to gravity, in particular rotation and magnetic fields. Although many stars are observed
to have magnetic fields, the field strength (even in highly magnetized neutron stars) is always
negligible compared to gravity. Rotation can be more important, and therotation ratecan be
considered an additional parameter (besides mass and composition) determining the structure
and evolution of a star. For the majority of stars (e.g. the Sun) the forces involved are small
compared to gravity. However, some rapidly rotating stars are seen (by means of interferome-
try) to be substantially flattened.

1.4 Aims and overview of the course

In the remainder of this course we will:

• understand the global properties of stars: energetics and timescales

• study the micro-physics relevant for stars: the equation of state, nuclearreactions, energy trans-
port and opacity

• derive the equations necessary to model the internal structure of stars

• examine (quantitatively) the properties of simplified stellar models

• survey (mostly qualitatively) how stars of different masses evolve, and the endpoints of stellar
evolution (white dwarfs, neutron stars)

• discuss a few ongoing research areas in stellar evolution

Suggestions for further reading

The contents of this introductory chapter are also largely covered by Chapter 1 of Prialnik, which
provides nice reading.
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Exercises

1.1 Evolutionary stages

In this course we use many concepts introduced in the introductory astronomy classes. In this exercise
we recapitulate the names of evolutionary phases. During the lectures you are assumed to be familiar
with these terms, in the sense that you are able to explain them in general terms.

We encourage you to use Carroll & Ostlie, Introduction to Modern Astrophysics, or the book of the
first year course (Verbunt, Het leven van sterren) to make a list of the concepts printed initalic with a
brief explanation in your own words.

(a) Figure 1.1 shows the location of stars in the solar neighborhood in the Hertzsprung-Russel dia-
gram. Indicate in Figure 1.1 where you would find:

main-sequence stars, neutron stars,
the Sun, black holes,
red giants, binary stars,
horizontal branch stars, planets,
asymptotic giant branch (AGB) stars, pre-main sequence stars,
centrals star of planetary nebulae, hydrogen burning stars,
white dwarfs, helium burning stars.

(b) Through which stages listed above will the Sun evolve? Put them in chronological order. Through
which stages will a massive star evolve?

(c) Describe the following concepts briefly in your own words. You will need the concepts indicated
with * in the coming lectures.

ideal gas*, Jeans mass,
black body, Schwarzschild criterion,
virial theorem*, energy transport by radiation,
first law of thermodynamics*, energy transport by convection,
equation of state, pp-chain,
binary stars, CNO cycle,
star cluster, nuclear timescale*,
interstellar medium, thermal or Kelvin-Helmholtz timescale*,
giant molecular clouds, dynamical timescale*

1.2 Basic assumptions

Let us examine the three basic assumptions made in the theoryof stellar evolution:

(a) Stars are assumed to be isolated in space.The star closest to the sun, Proxima Centauri, is 4.3
light-years away. How many solar radii is that? By what factors are the gravitational field and
the radiation flux diminished? Many stars are formed in clusters and binaries. How could that
influence the life of a star?

(b) Stars are assumed to form with a uniform composition.What elements is the Sun made of? Just
after the Big Bang the Universe consisted almost purely of hydrogen and helium. Where do all
the heavier elements come from?

(c) Stars are assumed to be spherically symmetric.Why are stars spherically symmetric to a good
approximation? How would rotation affect the structure and evolution of a star? The Sun rotates
around its axis every 27 days. Calculate the ratio of is the centrifugal accelerationa over the
gravitational accelerationg for a mass element on the surface of the Sun. Does rotation influence
the structure of the Sun?

1.3 Mass-luminosity and mass-radius relation

(a) The masses of stars are approximately in the range 0.08M⊙ . M . 100M⊙. Why is there an
upper limit? Why is there a lower limit?
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(b) Can you think of methods to measure (1) the mass, (2) the radius, and (3) the luminosity of a
star? Can your methods be applied for any star or do they require special conditions. Discuss your
methods with your fellow students.

(c) Figure 1.3 shows the luminosity versus the mass (left) and the radius versus the mass (right) for
observed main sequence stars. We can approximate a mass-luminosity and mass-radius relation
by fitting functions of the form

L
L⊙
=

(

M
M⊙

)x

,
R
L⊙
=

(

M
M⊙

)y

(1.3)

Estimatex andy from Figure 1.3.

(d) Which stars live longer, high mass stars (which have more fuel) or low mass stars? Derive an
expression for the lifetime of a star as a function of its mass. (!)

[Hints: Stars spend almost all their life on the main sequence burning hydrogen until they run
out of fuel. First try to estimate the life time as function ofthe mass (amount of fuel) and the
luminosity (rate at which the fuel is burned).]

1.4 The ages of star clusters

Figure 1.4. H-R diagrams of three star clusters (from Prialnik).

The stars in a star cluster are formed more or less simultaneously by fragmentation of a large molecular
gas cloud.

(a) In Fig. 1.4 the H-R diagrams are plotted of the stars in three different clusters. Which cluster is
the youngest?

(b) Think of a method to estimate the age of the clusters, discuss with your fellow students. Estimate
the ages and compare with the results of your fellow students.

(c) (*) Can you give an error range on your age estimates?
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Chapter 2

Mechanical and thermal equilibrium

In this chapter we apply the physical principles of mass conservation and momentum conservation to
derive two of the fundamental stellar structure equations. We shall see that stars are generally in a
state of almost completemechanical equilibrium, which allows us to derive and apply the important
virial theorem. We consider the basic stellar timescales and see that most (but not all) starsare also
in a state of energy balance calledthermal equilibrium.

2.1 Coordinate systems and the mass distribution

The assumption of spherical symmetry implies that all interior physical quantities(such as densityρ,
pressureP, temperatureT, etc) depend only on one radial coordinate. The obvious coordinate to use
in a Eulerian coordinate system is the radius of a spherical shell,r (∈ 0 . . .R). In an evolving star,
all quantities also depend on timet. When constructing the differential equations for stellar structure
one should thus generally consider partial derivatives of physical quantities with respect to radius and
time,∂/∂r and∂/∂t, taken at constantt andr, respectively.

The principle of mass conservation applied to the mass dm of a spherical shell of thickness dr at
radiusr (see Fig. 2.1) gives

dm(r, t) = 4πr2 ρ dr − 4πr2 ρ υdt, (2.1)

whereυ is the radial velocity of the mass shell. Therefore one has

∂m
∂r
= 4πr2 ρ and

∂m
∂t
= −4πr2 ρ υ. (2.2)

The first of these partial differential equations relates the radial mass distribution in the star to the
local density: it constitutes the first fundamental equation of stellar structure. Note thatρ = ρ(r, t)
is not known a priori, and must follow from other conditions and equations. The second equation of
(2.2) represents the change of mass inside a sphere of radiusr due to the motion of matter through
its surface; at the stellar surface this gives the mass-loss rate (if there is astellar wind withυ > 0) or
mass-accretion rate (if there is inflow withυ < 0). In a static situation, where the velocity is zero, the
first equation of (2.2) becomes an ordinary differential equation,

dm
dr
= 4πr2 ρ. (2.3)

This is almost always a good approximation for stellar interiors, as we shall see. Integration yields
the massm(r) inside a spherical shell of radiusr:

m(r) =
∫ r

0
4πr ′2ρ dr ′.
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Figure 2.1. Mass shell inside a spherically symmetric
star, at radiusr and with thickness dr. The mass of the
shell is dm = 4πr2ρdr. The pressure and the gravita-
tional force acting on a cylindrical mass element are
also indicated.

Sincem(r) increases monotonically outward, we can also usem(r) as our radial coordinate, instead
of r. Thismass coordinate, often denoted asmr or simplym, is a Lagrangian coordinate that moves
with the mass shells:

m := mr =

∫ r

0
4πr ′2ρ dr ′ (m ∈ 0 . . .M). (2.4)

It is often more convenient to use a Lagrangian coordinate instead of a Eulerian coordinate. The mass
coordinate is defined on a fixed interval,m ∈ 0 . . .M, as long as the star does not lose mass. On the
other handr depends on the time-varying stellar radiusR. Furthermore the mass coordinate follows
the mass elements in the star, which simplifies many of the time derivatives that appear in the stellar
evolution equations (e.g. equations for the composition). We can thus write allquantities as functions
of m, i.e. r = r(m), ρ = ρ(m), P = P(m), etc.

Using the coordinate transformationr → m, i.e.

∂

∂m
=
∂

∂r
· ∂r
∂m

, (2.5)

the first equation of stellar structure becomes in terms of the coordinatem:

∂r
∂m
=

1
4πr2ρ

(2.6)

which again becomes an ordinary differential equation in a static situation.

2.1.1 The gravitational field

Recall that a star is a self-gravitating body of gas, which implies that gravity isthe driving force
behind stellar evolution. In the general, non-spherical case, the gravitational accelerationg can be
written as the gradient of the gravitational potential,g = −∇Φ, whereΦ is the solution of the Poisson
equation

∇2Φ = 4πGρ.

Inside a spherically symmetric body, this reduces tog := |g| = dΦ/dr. The gravitational acceleration
at radiusr and equivalent mass coordinatem is then given by

g =
Gm

r2
. (2.7)
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Spherical shells outsider apply no net force, so thatg only depends on the mass distribution inside
the shell at radiusr. Note thatg is the magnitude of the vectorg which points inward (toward smaller
r or m).

2.2 The equation of motion and hydrostatic equilibrium

We next consider conservation of momentum inside a star, i.e. Newton’s second law of mechanics.
The net acceleration on a gas element is determined by the sum of all forcesacting on it. In addition to
the gravitational force considered above, forces result from the pressure exerted by the gas surround-
ing the element. Due to spherical symmetry, the pressure forces acting horizontally (perpendicular to
the radial direction) balance each other and only the pressure forces acting along the radial direction
need to be considered. By assumption we ignore other forces that might act inside a star (Sect. 1.3).

Hence the net acceleration ¨r = ∂2r/∂t2 of a (cylindrical) gas element with mass

dm= ρ dr dS (2.8)

(where dr is its radial extent and dS is its horizontal surface area, see Fig. 2.1) is given by

r̈ dm= −gdm+ P(r) dS − P(r + dr) dS. (2.9)

We can writeP(r + dr) = P(r) + (∂P/∂r) · dr, hence after substituting eqs. (2.7) and (2.8) we obtain
theequation of motionfor a gas element inside the star:

∂2r

∂t2
= −Gm

r2
− 1
ρ

∂P
∂r
. (2.10)

This is a simplified from of the Navier-Stokes equation of hydrodynamics, applied to spherical sym-
metry (see Maeder). Writing the pressure gradient∂P/∂r in terms of the mass coordinatem by
substituting eq. (2.6), the equation of motion is

∂2r

∂t2
= −Gm

r2
− 4πr2 ∂P

∂m
. (2.11)

Hydrostatic equilibrium The great majority of stars are obviously in such long-lived phases of
evolution that no change can be observed over human lifetimes. This means there is no noticeable
acceleration, and all forces acting on a gas element inside the star almost exactly balance each other.
Thus most stars are in a state of mechanical equilibrium which is more commonly called hydrostatic
equilibrium(HE).

The state of hydrostatic equilibrium, setting ¨r = 0 in eq. (2.10), yields the second differential
equation of stellar structure:

dP
dr
= −Gm

r2
ρ, (2.12)

or with eq. (2.6)

dP
dm
= − Gm

4πr4
(2.13)

A direct consequence is that inside a star in hydrostatic equilibrium, the pressure always decreases
outwards.

Eqs. (2.6) and (2.13) together determine themechanical structureof a star in HE. These are
two equations for three unknown functions ofm (r, P andρ), so they cannot be solved without a

11



third condition. This condition is usually a relation betweenP andρ called theequation of state
(see Chapter 3). In general the equation of state depends on the temperature T as well, so that the
mechanical structure depends also on the temperature distribution inside the star, i.e. on its thermal
structure. In special cases the equation of state is independent ofT, and can be written asP =
P(ρ). In such cases (known as barotropes or polytropes) the mechanicalstructure of a star becomes
independent of its thermal structure. This is the case for white dwarfs, aswe shall see later.

Estimates of the central pressure A rough order-of-magnitude estimate of the central pressure can
be obtained from eq. (2.13) by setting

dP
dm
∼ Psurf − Pc

M
≈ −Pc

M
, m∼ 1

2M, r ∼ 1
2R

which yields

Pc ∼
2
π

GM2

R4
(2.14)

For the Sun we obtain from this estimatePc ∼ 7× 1015 dyn/cm2 = 7× 109 atm.
A lower limit on the central pressure may be derived by writing eq. (2.13) as

dP
dr
= − Gm

4πr4

dm
dr
= − d

dr

(

Gm2

8πr4

)

− Gm2

2πr5
,

and thus

d
dr

(

P+
Gm2

8πr4

)

= −Gm2

2πr5
< 0. (2.15)

The quantityΨ(r) = P+Gm2/(8πr4) is therefore a decreasing function ofr. At the centre, the second
term vanishes becausem ∝ r3 for small r, and henceΨ(0) = Pc. At the surface, the pressure is
essentially zero. From the fact thatΨmust decrease withr it thus follows that

Pc >
1
8π

GM2

R4
. (2.16)

In contrast to eq. (2.14), this is a strict mathematical result, valid for any starin hydrostatic equilibrium
regardless of its other properties (in particular, regardless of its densitydistribution). For the Sun we
obtainPc > 4.4 × 1014 dyn/cm2. Both estimates indicate that an extremely high central pressure is
required to keep the Sun in hydrostatic equilibrium. Realistic solar models show the central density
to be 2.4× 1017 dyn/cm2.

2.2.1 The dynamical timescale

We can ask what happens if the state of hydrostatic equilibrium is violated: how fast do changes
to the structure of a star occur? The answer is provided by the equation ofmotion, eq. (2.10). For
example, suppose that the pressure gradient that supports the star against gravity suddenly drops. All
mass shells are then accelerated inwards by gravity: the star starts to collapse in “free fall”. We can
approximate the resulting (inward) acceleration by

|r̈ | ≈ R

τff2
⇒ τff ≈

√

R
|r̈ |
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whereτff is the free-fall timescale that we want to determine. Since−r̈ = g ≈ GM/R2 for the entire
star, we obtain

τff ≈

√

R
g
≈

√

R3

GM
. (2.17)

Of course each mass shell is accelerated at a different rate, so this estimate should be seen as an
average value for the star to collapse over a distanceR. This provides one possible estimate for the
dynamical timescaleof the star. Another estimate can be obtained in a similar way by assuming that
gravity suddenly disappears: this gives the timescale for the outward pressure gradient to explode the
star, which is similar to the time it takes for a sound wave to travel from the centreto the surface of
the star. If the star is close to HE, all these timescales have about the same value given by eq. (2.17).
Since the average density ¯ρ = 3M/(4πR3), we can also write this (hydro)dynamical timescale as

τdyn ≈
√

R3

GM
≈ 1

2 (Gρ̄)−1/2. (2.18)

For the Sun we obtain a very small value ofτdyn ≈ 1600 sec or about half an hour (0.02 days). This
is very much smaller than the age of the Sun, which is 4.6 Gyr or∼ 1.5 × 1017 sec, by 14 orders of
magnitude. This result has several important consequences for the Sunand other stars:

• Any significant departure from hydrostatic equilibrium should very quickly lead to observable
phenomena: either contraction or expansion on the dynamical timescale. If the star cannot
recover from this disequilibrium by restoring HE, it should lead to a collapseor an explosion.

• Normally hydrostatic equilibrium can be restored after a disturbance (we willconsider this
dynamical stabilityof stars later). However a perturbation of HE may lead to small-scale oscil-
lations on the dynamical timescale. These are indeed observed in the Sun andmany other stars,
with a period of minutes in the case of the Sun. Eq. (2.18) tells us that the pulsation period is a
(rough) measure of the average density of the star.

• Apart from possible oscillations, stars are extremely close to hydrostatic equilibrium, since
any disturbance is immediately quenched. We can therefore be confident that eq. (2.13) holds
throughout most of their lifetimes. Stars do evolve and are therefore not completely static, but
changes occur very slowly compared to their dynamical timescale. Stars canbe said to evolve
quasi-statically, i.e. through a series of near-perfect HE states.

2.3 The virial theorem

An important consequence of hydrostatic equilibrium is thevirial theorem, which is of vital impor-
tance for the understanding of stars. It connects two important energy reservoirs of a star and allows
predictions and interpretations of important phases in the evolution of stars.

To derive the virial theorem we start with the equation for hydrostatic equilibrium eq. (2.13). We
multiply both sides by the enclosed volumeV = 4

3πr3 and integrate overm:
∫ M

0

4
3πr3 dP

dm
dm= −1

3

∫ M

0

Gm
r

dm (2.19)

The integral on the right-hand side has a straightforward physical interpretation: it is thegravitational
potential energyof the star. To see this, consider the work done by the gravitational forceF to bring
a mass elementδm from infinity to radiusr:

δW =
∫ r

∞
F · dr =

∫ r

∞

Gmδm

r2
dr = −GM

r
δm.
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The gravitational potential energy of the star is the work performed by the gravitational force to bring
all mass elements from infinity to their current radius, i.e.

Egr = −
∫ M

0

Gm
r

dm (2.20)

The left-hand side of eq. (2.19) can be integrated by parts:
∫ Ps

Pc

V dP = [V · P]s
c −

∫ Vs

0
PdV (2.21)

wherec ands denote central and surface values. Combining the above expressions ineq. (2.19) we
obtain

4
3πR3 P(R) −

∫ Vs

0
PdV = 1

3Egr, (2.22)

with P(R) the pressure at the surface of the volume. This expression is useful when the pressure from
the surrounding layers is substantial, e.g. when we consider only the coreof a star. If we consider
the star as a whole, however, the first term vanishes because the pressure at the stellar surface is
negligible. In that case

−3
∫ Vs

0
PdV = Egr, (2.23)

or, since dV = dm/ρ,

−3
∫ M

0

P
ρ

dm= Egr. (2.24)

This is the general form of the virial theorem, which will prove valuable later. It tells us that that the
average pressure needed to support a star in HE is equal to−1

3Egr/V. In particular it tells us that a
star that contracts quasi-statically (that is, slowly enough to remain in HE) must increase its internal
pressure, since|Egr| increases while its volume decreases.

The virial theorem for an ideal gas The pressure of a gas is related to its internal energy. We will
show this in Ch. 3, but for the particular case of an ideal monatomic gas it is easy to see. The pressure
of an ideal gas is given by

P = nkT =
ρ

µmu
kT, (2.25)

wheren = N/V is the number of particles per unit volume, andµ is mass of a gas particle in atomic
mass units. The kinetic energy per particle isǫk =

3
2kT, and the internal energy of an ideal monatomic

gas is equal to the kinetic energy of its particles. The internal energy per unit mass is then

u =
3
2

kT
µmu

=
3
2

P
ρ
. (2.26)

We can now interpret the left-hand side of the virial theorem (eq. 2.24) as
∫

(P/ρ) dm= 2
3

∫

udm=
2
3Eint, whereEint is the total internal energy of the star. The virial theorem for an ideal gasis therefore

Eint = −1
2Egr (2.27)

This important relation establishes a link between the gravitational potential energy and the internal
energy of a star in hydrostatic equilibrium that consists of an ideal gas. (We shall see later that the
ideal gas law indeed holds for most stars, at least on the main sequence.) The virial theorem tells
us that a more tightly bound star must have a higher internal energy, i.e. it mustbehotter. In other
words, a star that contracts quasi-statically must get hotter in the process.The full implications of this
result will become clear when we consider the total energy of a star in a short while.
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Estimate of the central temperature Using the virial theorem we can obtain an estimate of the
average temperature inside a star composed of ideal gas. The gravitational energy of the star is found
from eq. (2.20) and can be written as

Egr = −α
GM2

R
, (2.28)

whereα is a constant of order unity (determined by the distribution of matter in the star, i.e. by
the density profile). Using eq. (2.26), the internal energy of the star isEint =

3
2k/(µmu)

∫

Tdm =
3
2k/(µmu)T̄ M, whereT̄ is the temperature averaged over all mass shells. By the virial theorem we
then obtain

T̄ =
α

3
µmu

k
GM
R

. (2.29)

Takingα ≈ 1 andµ = 0.5 for ionized hydrogen, we obtain for the Sun̄T ∼ 4 × 106 K. This is the
average temperature required to provide the pressure that is needed to keep the Sun in hydrostatic
equilibrium. Since the temperature in a star normally decreases outwards, it is also an approximate
lower limit on the central temperature of the Sun. At these temperatures, hydrogen and helium are
indeed completely ionized. We shall see thatTc ≈ 107 K is high enough for hydrogen fusion to take
place in the central regions of the Sun.

The virial theorem for a general equation of state Also for equations of state other than an ideal
gas a relation between pressure and internal energy exists, which we can write generally as

u = φ
P
ρ
. (2.30)

We have seen above thatφ = 3
2 for an ideal gas, but it will turn out (see Ch. 3) that this is valid not

only for an ideal gas, but for all non-relativistic particles. On the other hand, if we consider a gas of
relativistic particles, in particular photons (i.e. radiation pressure),φ = 3. If φ is constant throughout
the star we can integrate the left-hand side of eq. (2.23) to obtain a more general form of the virial
theorem:

Eint = −1
3φEgr (2.31)

2.3.1 The total energy of a star

The total energy of a star is the sum of its gravitational potential energy, its internal energy and its
kinetic energyEkin (due to bulk motions of gas inside the star, not the thermal motions of the gas
particles):

Etot = Egr + Eint + Ekin. (2.32)

The star is bound as long as its total energy is negative.
For a star in hydrostatic equilibrium we can setEkin = 0. Furthermore for a star in HE the virial

theorem holds, so thatEgr andEint are tightly related by eq. (2.31). Combining eqs. (2.31) and (2.32)
we obtain the following relations:

Etot = Eint + Egr =
φ − 3
φ

Eint = (1− 1
3φ)Egr (2.33)
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As long asφ < 3 the star is bound. This is true in particular for the important case of a star consisting
of an ideal gas (eq. 2.27), for which we obtain

Etot = Eint + Egr = − Eint =
1
2Egr < 0 (2.34)

In other words, its total energy of such a star equals half of its gravitational potential energy.
From eq. (2.34) we can see that the virial theorem has the following important consequences:

• Gravitationally bound gas spheres must behot to maintain hydrostatic equilibrium: heat pro-
vides the pressure required to balance gravity. The more compact such asphere, the more
strongly bound, and therefore the hotter it must be.

• A hot sphere of gas radiates into surrounding space, therefore a starmust lose energy from its
surface. The rate at which energy is radiated from the surface is theluminosityof the star. In
the absence of an internal energy source, this energy loss must equalthe decrease of the total
energy of the star:L = −dEtot/dt > 0, sinceL is positive by convention.

• Taking the time derivative of eq. (2.34), we find that as a consequence of losing energy:

Ėgr = −2L < 0,

meaning that the starcontracts(becomes more strongly bound), and

Ėint = L > 0,

meaning that the stargets hotter– unlike familiar objects which cool when they lose energy.
Therefore a star can be said to have anegative heat capacity. Half the energy liberated by
contraction is used for heating the star, the other half is radiated away.

For the case of a star that is dominated by radiation pressure, we find thatEint = −Egr, and there-
fore the total energyEtot = 0. Therefore a star dominated by radiation pressure (or more generally,
by the pressure of relativistic particles) is only marginally bound. No energy is required to expand or
contract such a star, and a small perturbation would be enough to renderit unstable and to trigger its
collapse or complete dispersion.

2.3.2 Thermal equilibrium

If internal energy sources are present in a star due to nuclear reactions taking place in the interior, then
the energy loss from the surface can be compensated:L = Lnuc ≡ −dEnuc/dt. In that case the total
energy is conserved and eq. (2.34) tells us thatĖtot = Ėint = Ėgr = 0. The virial theorem therefore
states that bothEint andEgr are conserved as well: the star cannot, for example, contract and cool
while keeping its total energy constant.

In this state, known asthermal equilibrium(TE), the star is in a stationary state. Energy is radiated
away at the surface at the same rate at which it is produced by nuclear reactions in the interior. The
star neither expands nor contracts, and it maintains a constant interior temperature. We shall see
later that this temperature is regulated by the nuclear reactions themselves, which in combination
with the virial theorem act like a stellar thermostat. Main-sequence stars like theSun are in thermal
equilibrium, and a star can remain in this state as long as nuclear reactions can supply the necessary
energy.
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Note that the arguments given above imply that both hydrostatic equilibrium andthermal equilib-
rium arestableequilibria, an assumption that we have yet to prove (see Ch. 7). It is relatively easy to
understand why TE is stable, at least as long as the ideal-gas pressure dominates (φ < 3 in eq. 2.31).
Consider what happens when TE is disturbed, e.g. whenLnuc > L temporarily. The total energy then
increases, and the virial theorem states that as a consequence the star must expand and cool. Since
the nuclear reaction rates typically increase strongly with temperature, the rate of nuclear burning and
thusLnuc will decrease as a result of this cooling, until TE is restored whenL = Lnuc.

2.4 The timescales of stellar evolution

Three important timescales are relevant for stellar evolution, associated withchanges to the mechani-
cal structure of a star (described by the equation of motion, eq. 2.11), changes to its thermal structure
(as follows from the virial theorem, see also Sect. 5.1) and changes in its composition, which will be
discussed in Ch. 6.

The first timescale was already treated in Sec. 2.2.1: it is thedynamical timescalegiven by
eq. (2.18),

τdyn ≈
√

R3

GM
≈ 0.02

(

R
R⊙

)3/2(
M⊙
M

)1/2

days (2.35)

The dynamical timescale is the timescale on which a star reacts to a perturbation ofhydrostatic equi-
librium. We saw that this timescale is typically of the order of hours or less, whichmeans that stars
are extremely close to hydrostatic equilibrium.

2.4.1 The thermal timescale

The second timescale describes how fast changes in the thermal structureof a star can occur. It is
therefore also the timescale on which a star in thermal equilibrium reacts when itsTE is perturbed.
To obtain an estimate, we turn to the virial theorem: we saw in Sec. 2.3.1 that a starwithout a nuclear
energy source contracts by radiating away its internal energy content:L = Ėint ≈ −2Ėgr, where the
last equality applies strictly only for an ideal gas. We can thus define thethermalor Kelvin-Helmholtz
timescaleas the timescale on which this gravitational contraction would occur:

τKH =
Eint

L
≈
|Egr|
2L
≈ GM2

2RL
≈ 1.5× 107

(

M
M⊙

)2
R⊙
R

L⊙
L

yr (2.36)

Here we have used eq. (2.28) forEgr with α ≈ 1.
The thermal timescale for the Sun is about 1.5 × 107 years, which is many orders of magnitude

larger than the dynamical timescale. There is therefore no direct observational evidence that any
star is in thermal equilibrium. In the late 19th century gravitational contraction was proposed as the
energy source of the Sun by Lord Kelvin and, independently, by Hermann von Helmholtz. This led to
an age of the Sun and an upper limit to the age the Earth that was in conflict with emerging geological
evidence, which required the Earth to be much older. Nuclear reactions have since turned out to be
a much more powerful energy source than gravitational contraction, allowing stars to be in thermal
equilibrium for most (> 99 %) of their lifetimes. However, several phases of stellar evolution, during
which the nuclear power source is absent or inefficient, do occur on the thermal timescale.
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2.4.2 The nuclear timescale

A star can remain in thermal equilibrium for as long as its nuclear fuel supply lasts. The associated
timescale is called thenuclear timescale, and since nuclear fuel (say hydrogen) is burned into ‘ash’
(say helium), it is also the timescale on which composition changes in the stellar interior occur.

The energy source of nuclear fusion is the direct conversion of a smallfractionφ of the rest mass
of the reacting nuclei into energy. For hydrogen fusion,φ ≈ 0.007; for fusion of helium and heavier
elementsφ is smaller by a factor 10 or more. The total nuclear energy supply can therefore be written
asEnuc = φMnucc2 = φ fnucMc2, where fnuc is that fraction of the mass of the star which may serve as
nuclear fuel. In thermal equilibriumL = Lnuc = Ėnuc, so we can estimate the nuclear timescale as

τnuc =
Enuc

L
= φ fnuc

Mc2

L
≈ 1010 M

M⊙

L⊙
L

yr. (2.37)

The last approximate equality holds for hydrogen fusion in a star like the Sun,with has 70 % of its
initial mass in hydrogen and fusion occurring only in the inner≈ 10 % of its mass (the latter result
comes from detailed stellar models). This long timescale is consistent with the geological evidence
for the age of the Earth.

We see that, despite only a small fraction of the mass being available for fusion, the nuclear
timescale is indeed two to three orders of magnitude larger than the thermal timescale. Therefore the
assumption that stars can reach a state of thermal equilibrium is justified. To summarize, we have
found:

τnuc≫ τKH ≫ τdyn.

As a consequence, the rates of nuclear reactions determine the pace of stellar evolution, and stars may
be assumed to be in hydrostatic and thermal equilibrium throughout most of their lives.

Suggestions for further reading

The contents of this chapter are covered more extensively by Chapter 1 of Maeder and by Chapters 1
to 4 of Kippenhahn & Weigert.

Exercises

2.1 Density profile

In a star with massM, assume that the density decreases from the center to the surface as a function of
radial distancer, according to

ρ = ρc

[

1−
( r
R

)2
]

, (2.38)

whereρc is a given constant andR is the radius of the star.

(a) Findm(r).

(b) Derive the relation betweenM andR.

(c) Show that the average density of the star is 0.4ρc.
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2.2 Hydrostatic equilibrium

(a) Consider an infinitesimal mass element dm inside a star, see Fig. 2.1. What forces act on this mass
element?

(b) Newton’s second law of mechanics, or the equation of motion, states that the net force acting on
a body is equal to its acceleration times it mass. Write down the equation of motion for the gas
element.

(c) In hydrostatic equilibrium the net force is zero and the gas element is not accelerated. Find an
expression of the pressure gradient in hydrostatic equilibrium.

(d) Find an expression for the central pressurePc by integrating the pressure gradient. Use this to
derive the lower limit on the central pressure of a star in hydrostatic equilibrium, eq. (2.16).

(e) Verify the validity of this lower limit for the case of a star with the density profile of eq. (2.38).

2.3 The virial theorem

An important consequence of hydrostatic equilibrium is that it links the gravitational potential energy
Egr and the internal thermal energyEint.

(a) Estimate the gravitational energyEgr for a star with massM and radiusR, assuming (1) a constant
density distribution and (2) the density distribution of eq. (2.38).

(b) Assume that a star is made of an ideal gas. What is the kinetic internal energy per particle for an
ideal gas? Show that the total internal energy,Eint is given by:

Eint =

∫ R

0

(

3
2

k
µmu

ρ(r)T(r)

)

4πr2 dr. (2.39)

(c) Estimate the internal energy of the Sun by assuming constant density andT(r) ≈ 〈T〉 ≈ 1
2Tc ≈

5× 106K and compare your answer to your answer for a). What is the totalenergy of the Sun? Is
the Sun bound according to your estimates?

It is no coincidence that the order of magnitude forEgr and Eint are the same1. This follows from
hydrostatic equilibrium and the relation is known as the virial theorem. In the next steps we will derive
the virial theorem starting from the pressure gradient in the form of eq. (2.12).

(d) Multiply by both sides of eq. (2.12) by 4πr3 and integrate over the whole star. Use integration by
parts to show that

∫ R

0
3P 4πr2 dr =

∫ R

0

Gm(r)
r

ρ4πr2 dr. (2.40)

(e) Now derive a relation betweenEgr andEint, the virial theorem for an ideal gas.

(f) (*) Also show that for the average pressure of the star

〈P〉 = 1
V

∫ R∗

0
P 4πr2 dr = −1

3

Egr

V
, (2.41)

where V is the volume of the star.

As the Sun evolved towards the main sequence, it contracted under gravity while remaining close to
hydrostatic equilibrium. Its internal temperature changed from about 30 000 K to about 6× 106K.

(g) Find the total energy radiated during away this contraction. Assume that the luminosity during
this contraction is comparable toL⊙ and estimate the time taken to reach the main sequence.

2.4 Conceptual questions

1In reality Egr is larger than estimated above because the mass distribution is more concentrated to the centre.
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(a) Use the virial theorem to explain why stars are hot, i.e. have a high internal temperature and
therefore radiate energy.

(b) What are the consequences of energy loss for the star, especially for its temperature?

(c) Most stars are in thermal equilibrium. What is compensating for the energy loss?

(d) What happens to a star in thermal equilibrium (and in hydrostatic equilibrium) if the energy pro-
duction by nuclear reactions in a star drops (slowly enough to maintain hydrostatic equilibrium)?

(e) Why does this have a stabilizing effect? On what time scale does the change take place?

(f) What happens if hydrostatic equilibrium is violated, e.g. by a sudden increase of the pressure.

(g) On which timescale does the change take place? Can you give examples of processes in stars that
take place on this timescale.

2.5 Three important timescales in stellar evolution

(a) The nuclear timescaleτnuc.

i. Calculate the total mass of hydrogen available for fusionover the lifetime of the Sun, if 70%
of its mass was hydrogen when the Sun was formed, and only 13% of all hydrogen is in the
layers where the temperature is high enough for fusion.

ii. Calculate the fractional amount of mass converted into energy by hydrogen fusion. (Refer to
Table 1 for the mass of a proton and of a helium nucleus.)

iii. Derive an expression for the nuclear timescale in solarunits, i.e. expressed in terms ofR/R⊙,
M/M⊙ andL/L⊙.

iv. Use the mass-radius and mass-luminosity relations for main-sequence stars to express the
nuclear timescale of main-sequence stars as a function of the mass of the star only.

v. Describe in your own words the meaning of the nuclear timescale.

(b) The thermal timescaleτKH .

i-iii. Answer question (a) iii, iv and v for the thermal timescale and calculate the age of the Sun
according to Kelvin.

iv. Why are most stars observed to be main-sequence stars and why is the Hertzsprung-gap
called a gap?

(c) The dynamical timescaleτdyn.

i-iii. Answer question (a) iii, iv and v for the dynamical timescale.
iv. In stellar evolution models one often assumes that starsevolvequasi-statically, i.e. that the

star remains in hydrostatic equilibrium throughout. Why canwe make this assumption?
v. Rapid changes that are sometimes observed in stars may indicate that dynamical processes are

taking place. From the timescales of such changes - usually oscillations with a characteristic
period - we may roughly estimate the average density of the Star. The sun has been observed
to oscillate with a period of minutes, white dwarfs with periods of a few tens of seconds.
Estimate the average density for the Sun and for white dwarfs.

(d) Comparison.

i. Summarize your results for the questions above by computing the nuclear, thermal and dy-
namical timescales for a 1, 10 and 25M⊙ main-sequence star. Put your answers in tabular
form.

ii. For each of the following evolutionary stages indicate on which timescale they occur:pre-
main sequence contraction, supernova explosion, core hydrogen burning, core helium burn-
ing.

iii. When the Sun becomes a red giant (RG), its radius will increase to 200R⊙ and its luminosity
to 3000L⊙. Estimateτdyn andτKH for such a RG.

iv. How large would such a RG have to become forτdyn > τKH? Assume both R and L increase
at constant effective temperature.
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Chapter 3

Equation of state of stellar interiors

3.1 Local thermodynamic equilibrium

Empirical evidence shows that in a part of space isolated from the rest ofthe Universe, matter and
radiation tend towards a state ofthermodynamic equilibrium. This equilibrium state is achieved when
sufficient interactions take place between the material particles (‘collisions’) andbetween the pho-
tons and mass particles (scatterings and absorptions). In such a state of thermodynamic equilibrium
the radiation field becomes isotropic and the photon energy distribution is described by the Planck
function (blackbody radiation). The statistical distribution functions of boththe mass particles and
the photons are then characterized by a single temperatureT.

We know that stars are not isolated systems, because they emit radiation andgenerate (nuclear)
energy in their interiors. Indeed, the surface temperature of the Sun is about 6000 K, while we have
estimated from the virial theorem (Sec. 2.3) that the interior temperature must of the order of 107 K.
Therefore stars arenot in global thermodynamic equilibrium. However, it turns out that locally within
a star, a state of thermodynamic equilibriumisachieved. This means that within a region much smaller
than the dimensions of a star (≪ R∗), but larger than the average distance between interactions of the
particles (both gas particles and photons), i.e. larger than the mean free path, there is a well-defined
local temperaturethat describes the particle statistical distributions.

We can make this plausible by considering the mean free path for photons:

ℓph = 1/κρ

whereκ is the opacity coefficient, i.e. the effective cross section per unit mass. For fully ionized
matter, a minimum is given by the electron scattering cross section, which isκes = 0.4 cm2/g (see
Ch. 5). The average density in the Sun is ¯ρ = 1.4 g/cm3, which gives a mean free path of the order
of ℓph ∼ 1 cm. In other words, stellar matter is very opaque to radiation. The temperature difference
over a distanceℓph, i.e. between emission and absorption, can be estimated as

∆T ≈ dT
dr
ℓph ≈

Tc

R
ℓph ≈

107

1011
≈ 10−4 K

which is a tiny fraction (10−11) of the typical interior temperature of 107 K. Using a similar estimate,
it can be shown that the mean free path for interactions between ionized gasparticles (ions and
electrons) is several orders of magnitude smaller thanℓph. Hence a small region can be defined
(a ‘point’ for all practical purposes) which is> ℓph but much smaller than the length scale over
which significant changes of thermodynamic quantities occur. This is calledlocal thermodynamic
equilibrium(LTE). We can therefore assume a well-defined temperature distribution inside the star.
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Furthermore, the average time between particle interactions (the mean free time)is much shorter
than the timescale for changes of the macroscopic properties. Thereforea state of LTE is secured
at all times in the stellar interior. The assumption of LTE1 constitutes a great simplification. It
enables the calculation of all thermodynamic properties of the stellar gas in termsof the local values
of temperature, density and composition, as they change from the centre to the surface.

3.2 The equation of state

The equation of state (EOS) describes the microscopic properties of stellarmatter, for given density
ρ, temperatureT and compositionXi . It is usually expressed as the relation between the pressure and
these quantities:

P = P(ρ,T,Xi) (3.1)

Using the laws of thermodynamics, and a similar equation for the internal energy U(ρ,T,Xi), we can
derive from the EOS the thermodynamic properties that are needed to describe the structure of a star,
such as the specific heatscV andcP, the adiabatic exponentγad and the adiabatic temperature gradient
∇ad.

An example is the ideal-gas equation of state, which in the previous chapters we have tacitly
assumed to hold for stars like the Sun:

P = nkT or P =
k
µmu

ρT.

In this chapter we will see whether this assumption was justified, and how the EOS can be extended to
cover all physical conditions that may prevail inside a star. The ideal-gaslaw pertains to particles that
behave according to classical physics. However, both quantum-mechanical and special relativistic ef-
fects may be important under the extreme physical conditions in stellar interiors. In addition, photons
(which can be described as extremely relativistic particles) can be an important source of pressure.

We can define an ideal orperfectgas as a mixture of free, non-interacting particles. Of course
the particles in such a gas do interact, so more precisely we require that theirinteraction energies
are small compared to their kinetic energies. In that case the internal energy of the gas is just the
sum of all kinetic energies. From statistical mechanics we can derive the properties of such a perfect
gas, both in the classical limit (recovering the ideal-gas law) and in the quantum-mechanical limit
(leading to electron degeneracy), and both in the non-relativistic and in therelativistic limit (e.g. valid
for radiation). This is done in Sect. 3.3.

In addition, variousnon-idealeffects may become important. The high temperatures (> 106 K) in
stellar interiors ensure that the gas will be fully ionized, but at lower temperatures (in the outer layers)
partial ionization has to be considered, with important effects on the thermodynamic properties (see
Sect. 3.5). Furthermore, in an ionized gaselectrostatic interactionsbetween the ions and electrons
may be important under certain circumstances (Sect. 3.6).

3.3 Equation of state for a gas of free particles

We shall derive the equation of state for a perfect gas from the principles of statistical mechanics. This
provides a description of the ions, the electrons, as well as the photons in the deep stellar interior.

1N.B. note the difference between (local)thermodynamic equilibrium(Tgas(r) = Trad(r) = T(r)) and the earlier defined,
global property ofthermal equilibrium(Etot = const, orL = Lnuc).
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Let n(p) be the distribution of momenta of the gas particles, i.e.n(p) dp represents the number of
particles per unit volume with momentap ∈ [p . . . p + dp]. If n(p) is known then the total number
density (number of particles per unit volume), the internal energy density (internal energy per unit
volume) and the pressure can be obtained from the following integrals:

number density n =
∫ ∞

0
n(p) dp (3.2)

internal energy density U =
∫ ∞

0
ǫpn(p) dp = n〈ǫp〉 (3.3)

pressure P = 1
3

∫ ∞

0
pvpn(p) dp = 1

3n〈pvp〉 (3.4)

Hereǫp is the kinetic energy of a particle with momentump, andvp is its velocity. Eq. (3.2) is trivial,
and eq. (3.3) follows from the perfect-gas assumption. The pressure integral eq. (3.4) requires some
explanation.

Consider a gas ofn particles in a cubical box with sides of lengthL = 1 cm. Each particle bounces
around in the box, and the pressure on one side of the box results from the momentum imparted by
all the particles colliding with it. Consider a particle with momentump and corresponding velocityv
coming in at an angleθ with the normal to the surface, as depicted in Fig. 3.1. The time between two
collisions with the same side is

∆t =
2L

vcosθ
=

2
vcosθ

.

The collisions are elastic, so the momentum transfer is twice the momentum component perpendicular
to the surface,

∆p = 2pcosθ. (3.5)

The momentum transferred per particle per second and per cm2 is therefore

∆p
∆t
= vp cos2 θ. (3.6)

The number of particles in the box withp ∈ [p . . . p + dp] and θ ∈ [θ . . . θ + dθ] is denoted as
n(θ, p) dθ dp. The contribution to the pressure from these particles is then

dP = vp cos2 θ n(θ, p) dθ dp. (3.7)

θ

= 1cmL

Figure 3.1. Gas particle in a cubical box with a volume of 1 cm3. Each
collision with the side of the box results in a transfer of momentum; the
pressure inside the box is the result of the collective momentum transfers of
all n particles in the box.
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Since the momenta are distributed isotropically over all directions within a solid angle 2π, and
the solid angle dω subtended by those particles withθ ∈ [θ . . . θ + dθ] equals 2π sinθ dθ, we have
n(θ, p) dθ = n(p) sinθ dθ and

dP = vp n(p) cos2 θ sinθ dθ dp. (3.8)

The total pressure is obtained by integrating over all angles (0≤ θ ≤ π/2) and momenta. This results

in eq. (3.4) since
∫ π/2
0

cos2 θ sinθ dθ =
∫ 1
0

cos2 θ d cosθ = 1
3.

3.3.1 Relation between pressure and internal energy

In general, the particle energies and velocities are related to their momenta according to special rela-
tivity:

ǫ2 = p2c2 +m2c4, ǫp = ǫ −mc2 (3.9)

and

vp =
∂ǫ

∂p
=

pc2

ǫ
. (3.10)

We can obtain generally valid relations between the pressure and the internal energy of a perfect gas
in the non-relativistic (NR) limit and the extremely relativistic (ER) limit:

NR limit: in this case the momentap≪ mc, so thatǫp = ǫ −mc2 = 1
2 p2/m andv = p/m. Therefore

〈pv〉 = 〈p2/m〉 = 2〈ǫp〉 so that eq. (3.4) yields

P = 2
3U (3.11)

ER limit: in this casep≫ mc, so thatǫp = pcandv = c. Therefore〈pv〉 = 〈pc〉 = 〈ǫp〉, and eq. (3.4)
yields

P = 1
3U (3.12)

These relations are generally true, forany particle(electrons, ions and photons). We will apply
this in the coming sections. As we saw in the previous Chapter, the change from 2

3 to 1
3 in the relation

has important consequences for the virial theorem, and for the stability of stars.

3.3.2 The classical ideal gas

Using the tools of statistical mechanics, we can address the origin of the ideal-gas law. The mo-
mentum distributionn(p) for classical, non-relativistic particles of massm in LTE is given by the
Maxwell-Boltzmanndistribution:

n(p) dp =
n

(2πmkT)3/2
e−p2/2mkT 4πp2 dp. (3.13)

Here the exponential factor (e−ǫp/kT) represents the equilibrium distribution of kinetic energies, the
factor 4πp2 dp is the volume in momentum space (px, py, pz) for p ∈ [p . . . p + dp], and the factor
n/(2πmkT)3/2 comes from the normalization of the total number densityn imposed by eq. (3.2). (You
can verify this by starting from the standard integral

∫ ∞
0

e−ax2
dx = 1

2

√
π/a, and differentiating once

with respect toa to obtain the integral
∫ ∞
0

e−ax2
x2 dx.)
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The pressure is calculated by usingv = p/m for the velocity in eq. (3.4):

P = 1
3

n

(2πmkT)3/2

∫ ∞

0

p2

m
e−p2/2mkT 4πp2 dp. (3.14)

By performing the integration (for this you need to differentiate
∫ ∞
0

e−ax2
x2 dx once more with respect

to a) you can verify that this indeed yields the ideal gas law

P = nkT . (3.15)

(N.B. This derivation is for a gas ofnon-relativisticclassical particles, but it can be shown that the
same relationP = nkT is also valid forrelativisticclassical particles.)

3.3.3 Mixture of ideal gases, and the mean molecular weight

The ideal gas relation was derived for identical particles of massm. It should be obvious that for
a mixture of free particles of different species, it holds for the partial pressures of each of the con-
stituents of the gas separately. In particular, it holds for both the ions and the electrons, as long as
quantum-mechanical effects can be ignored. The total gas pressure is then just the sum of partial
pressures

Pgas= Pion + Pe =
∑

i Pi + Pe = (
∑

i ni + ne)kT = nkT

whereni is the number density of ions of elementi, with massmi = Aimu and chargeZie. Thenni is
related to the density and the mass fractionXi of this element as

ni =
Xi ρ

Ai mu
and nion =

∑

i

Xi

Ai

ρ

mu
≡ 1
µion

ρ

mu
, (3.16)

which defines the mean atomic mass per ionµion. The partial pressure due to all ions is then

Pion =
1
µion

ρ

mu
kT =

R
µion

ρT. (3.17)

We have used here the universal gas constantR = k/mu = 8.31447× 107 erg g−1 K−1. The number
density of electrons is given by

ne =
∑

i

Zini =
∑

i

ZiXi

Ai

ρ

mu
≡ 1
µe

ρ

mu
, (3.18)

which defines themean molecular weight per free electronµe. As long as the electrons behave like
classical particles, the electron pressure is thus given by

Pe =
1
µe

ρ

mu
kT =

R
µe
ρT. (3.19)

When the gas is fully ionized, we have for hydrogenZi = Ai = 1 while for helium and the most
abundant heavier elements,Zi/Ai ≈ 1

2. In terms of the hydrogen mass fractionX we then get

µe ≈
2

1+ X
, (3.20)

which for the Sun (X = 0.7) amounts toµe ≈ 1.18, and for hydrogen-depleted gas givesµe ≈ 2.
The total gas pressure is then given by

Pgas= Pion + Pe =
( 1
µion
+

1
µe

)

RρT =
R
µ
ρT (3.21)
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where themean molecular weightµ is given by

1
µ
=

1
µion
+

1
µe
=

∑

i

(Zi + 1)Xi

Ai
. (3.22)

It is left as an exercise to show that for a fully ionized gas,µ can be expressed in terms of the mass
fractionsX, Y andZ as

µ ≈ 1

2X + 3
4Y+ 1

2Z
(3.23)

if we assume that for elements heavier than helium,Ai ≈ 2Zi ≈ 2(Zi + 1).

3.3.4 Quantum-mechanical description of the gas

According to quantum mechanics, the accuracy with which a particle’s locationand momentum can
be known simultaneously is limited by Heisenberg’s uncertainty principle, i.e.∆x∆p ≥ h. In three
dimensions, this means that if a particle is located within a volume element∆V then its localization
within three-dimensional momentum space∆3p is constrained by

∆V∆3p ≥ h3. (3.24)

The quantityh3 defines the volume in six-dimensional phase space of one quantum cell. Thenumber
of quantum statesin a spatial volumeV and with momentap ∈ [p . . . p+ dp] is therefore given by

g(p) dp = gs
V

h3
4πp2 dp, (3.25)

wheregs is the number of intrinsic quantum states of the particle, e.g. spin or polarization.
The relative occupation of the available quantum states for particles in thermodynamic equilib-

rium depends on the type of particle:

• fermions(e.g. electrons or nucleons) obey the Pauli exclusion principle, which postulates that
no two such particles can occupy the same quantum state. The fraction of states with energyǫp

that will be occupied at temperatureT is given by

fFD(ǫp) =
1

e(ǫp−µ)/kT + 1
, (3.26)

which is always≤ 1.

• bosons(e.g. photons) have no restriction on the number of particles per quantum state, and the
fraction of states with energyǫp that is occupied is

fBE(ǫp) =
1

e(ǫp−µ)/kT − 1
, (3.27)

which can be> 1.

The actual distribution of momenta for particles in LTE is given by the productof the occupation
fraction f (ǫp) and the number of quantum states, given by eq. (3.25). The quantityµ appearing in
eqs. (3.26) and (3.27) is the so-calledchemical potential. It can be seen as a normalization constant,
determined by the total number of particles in the volume considered (i.e., by the constraint imposed
by eq. 3.2).
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Figure 3.2. Left: Electron momentum distributionsn(p) for an electron density ofne = 6× 1027 cm−3 (corre-
sponding toρ = 2 × 104 g/cm−3 if µe = 2), and for three different temperatures:T = 2 × 107 K (black lines),
2 × 106 K (red lines) and 2× 105 K (blue lines). The actual distributions, governed by quantum mechanics,
are shown as solid lines while the Maxwell-Boltzmann distributions for the samene andT values are shown
as dashed lines. The dotted linenmax is the maximum possible number distribution if all quantum states with
momentump are occupied.Right: Distributions in the limitT = 0, when all lowest available momenta are
fully occupied. The blue line is for the same density as in theleft panel, while the red line is for a density two
times as high.

3.3.5 Electron degeneracy

Electrons are fermions with two spin states, i.e.ge = 2. According to eq. (3.25), the maximum
number density of electrons with momentump allowed by quantum mechanics is therefore

nmax(p) dp =
ge

h3
4πp2 dp =

8π
h3

p2 dp. (3.28)

This is shown as the dotted line in Fig. 3.2. The actual momentum distribution of electronsne(p) is
given by the product of eq. (3.28) and eq. (3.26). In the non-relativistic limit we haveǫp = p2/2me,
giving

ne(p) dp =
2
h3

1

e(p2/2mekT)−ψ + 1
4πp2 dp, (3.29)

where we have replaced the chemical potential by thedegeneracy parameterψ = µ/kT. The value of
ψ is determined by the constraint that

∫ ∞
0

ne(p) dp = ne (eq. 3.2).
The limitation imposed by the Pauli exclusion principle means that electrons can exert a higher

pressure than predicted by classical physics (eq. 3.19). To illustrate this, in Fig. 3.2 the momentum
distribution eq. (3.29) is compared to the Maxwell-Boltzmann distribution for electrons, eq. (3.13),

nMB(p) dp =
ne

(2πmekT)3/2
e−p2/2mekT 4πp2 dp. (3.30)

The situation shown is for an electron densityne = 6 × 1027 cm−3, which corresponds to a mass
density of 2× 104 g/cm−3 (assuming a hydrogen-depleted gas withµe = 2). At high temperatures,
T = 2 × 107 K, the momentum distribution (solid line) nearly coincides with the M-B distribution
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(dashed line): none of the quantum states are fully occupied (ne(p) < nmax(p) for all values ofp) and
the electrons behave like classical particles. As the temperature is decreased, e.g. atT = 2 × 106 K
(red lines), the peak in the M-B distribution shifts to smallerp and is higher (since the integral over
the distribution must equalne). The number of electrons with small values ofp expected from clas-
sical physics,nMB(p), then exceeds the maximum allowed by the Pauli exclusion principle,nmax(p).
These electrons are forced to assume quantum states with higherp: the peak in the distributionne(p)
occurs at higherp. Due to the higher momenta and velocities of these electrons, the electron gas
exerts a higher pressure than inferred from classical physics. This iscalleddegeneracy pressure. If
the temperature is decreased even more, e.g. atT = 2 × 105 K (blue lines), the lowest momentum
states become nearly all filled andne(p) follows nmax(p) until it drops sharply. In this state of strong
degeneracy, further decrease ofT hardly changes the momentum distribution, so that the electron
pressure becomes nearlyindependent of temperature.

Complete electron degeneracy

In the limit thatT → 0, all available momentum states are occupied up to a maximum value, while
all higher states are empty, as illustrated in the right panel of Fig. 3.2. This is known ascomplete
degeneracy, and the maximum momentum is called theFermi momentum pF. Then we have

ne(p) =
8πp2

h3
for p ≤ pF, (3.31)

ne(p) = 0 for p > pF. (3.32)

The Fermi momentum is determined by the electron density through eq. (3.2), i.e.
∫ pF

0
ne(p) dp = ne,

which yields

pF = h
( 3
8π

ne

)1/3
. (3.33)

The pressure of a completely degenerate electron gas is now easy to compute using the pressure
integral eq. (3.4). It depends on whether the electrons are relativistic or not. In thenon-relativistic
limit we havev = p/mand hence

Pe =
1
3

∫ pF

0

8πp4

h3me
dp =

8π
15h3me

pF
5 =

h2

20me

(

3
π

)2/3

ne
5/3. (3.34)

Using eq. (3.18) forne this can be written as

Pe = KNR

(

ρ

µe

)5/3

with KNR =
h2

20me m5/3
u

(

3
π

)2/3

= 1.0036× 1013 [cgs]. (3.35)

As more electrons are squeezed into the same volume, they have to occupy states with larger mo-
menta, as illustrated in Fig. 3.2. Therefore the electron pressure increases with density, as expressed
by eq. (3.35).

If the electron density is increased further, at some point the velocity of themost energetic elec-
trons, pF/me, approaches the speed of light. We then have to replacev = p/m by the relativistic
kinematics relation (3.10). In theextremely relativisticlimit when the majority of electrons move at
relativistic speeds, we can takev = c and

Pe =
1
3

∫ pF

0

8πcp3

h3
dp =

8πc

12h3
p4

F =
hc
8

(

3
π

)1/3

ne
4/3, (3.36)
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Figure 3.3. The equation of state for completely
degenerate electrons. The slope of the logP-logρ
relation changes from 5/3 at relatively low densi-
ties, where the electrons are non-relativistic, to 4/3
at high density when the electrons are extremely
relativistic. The transition is smooth, but takes
place at densities aroundρtr ≈ 106µe g cm−3.

which gives

Pe = KER

(

ρ

µe

)4/3

with KER =
hc

8m4/3
u

(

3
π

)1/3

= 1.2435× 1015 [cgs]. (3.37)

In the ER limit the pressure still increases with density, but with a smaller exponent (4
3 instead of53).

The transition between the NR regime, eq. (3.35), and the ER regime, eq. (3.37), is smooth and can
be expressed as a function ofx = pF/mec, see Maeder Sec. 7.7. Roughly, the transition occurs at a
densityρtr given by the conditionpF ≈ mec, which can be expressed as

ρtr ≈ µe mu
8π
3

(

mec
h

)3

. (3.38)

The relation betweenPe andρ for a completely degenerate electron gas is shown in Fig. 3.3.

Partial degeneracy

Although the situation of complete degeneracy is only achieved atT = 0, it is a very good approxi-
mation whenever the degeneracy is strong, i.e. when the temperature is sufficiently low, as illustrated
by Fig. 3.2. It corresponds to the situation when the degeneracy parameter ψ ≫ 0 in eq. (3.29). In
that case eqs. (3.35) and (3.37) can still be used to calculate the pressure to good approximation.

The transition between the classical ideal gas situation and a state of strong degeneracy occurs
smoothly, and is known aspartial degeneracy. To calculate the pressure the full expression eq. (3.29)
has to be used in the pressure integral, which becomes rather complicated. The integral then depends
on ψ, and can be expressed as one of the so-calledFermi-Dirac integrals, see Maeder Sec. 7.7 for
details (the other Fermi-Dirac integral relates to the internal energy densityU). The situation of
partial degeneracy corresponds toψ ∼ 0.

Whenψ ≪ 0 the classical description is recovered, i.e. eq. (3.29) becomes the Maxwell-Boltzmann
distribution. In that case 1/(e(p2/2mekT)−ψ + 1) = e−(p2/2mekT)+ψ and therefore

2
h3

eψ =
ne

(2πmekT)3/2
or ψ = ln

h3ne

2(2πmekT)3/2
.
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This only holds forψ ≪ 0, but more generally it can be shown thatψ = ψ(ne/T2/3). We have to
consider (partial) degeneracy ifψ ∼> 0, i.e. if

ne ∼>
2(2πmekT)3/2

h3
. (3.39)

The limit of strong (almost complete) degeneracy is reached whenne is roughly a factor 10 higher.

Importance of electron degeneracy in stars

As a star, or its core, contracts the density may become so high that the electrons become degenerate
and exert a (much) higher pressure than they would if they behaved classically. Since in the limit of
strong degeneracy the pressure no longer depends on the temperature, this degeneracy pressure can
hold the star up against gravity, regardless of the temperature. Therefore a degenerate star does not
have to be hot to be in hydrostatic equilibrium, and it can remain in this state forever even when it
cools down. This is the situation inwhite dwarfs.

The importance of relativity is that, when a degenerate star becomes more compact and the density
increases further, the pressure increases less steeply with density. This has important consequences
for massive white dwarfs, and we shall see that it implies that there is a maximummass for which
white dwarfs can exist (the Chandrasekhar mass).

We note that although electron degeneracy can be (very) important in stars, degeneracy of theions
is not. Since the ions have masses∼> 2000 larger than electrons, their momenta (p =

√
2mǫ) are much

larger at energy equipartition, and the condition (3.39) above (withme replaced bymion) implies
that much higher densities are required at a particular temperature. In practice this never occurs:
before such densities are reached the protons in the atomic nuclei will capture free electrons, and
the composition becomes one of (mostly) neutrons. Degeneracy ofneutronsdoes become important
when we consider neutron stars.

3.3.6 Radiation pressure

Photons can be treated as quantum-mechanical particles that carry momentumand therefore exert
pressure when they interact with matter. In particular photons arebosonswith gs = 2 (two polarization
states), so they can be described by the Bose-Einstein statistics, eq. (3.27). The number of photons is
not conserved, they can be destroyed and created until thermodynamic equilibrium is achieved. This
means thatµ = 0 in eq. (3.27) and hence

n(p) dp =
2
h3

1

eǫp/kT − 1
4πp2 dp (3.40)

Photons are completely relativistic withǫp = pc= hν, so in terms of frequencyν their distribution in
LTE becomes thePlanck functionfor blackbody radiation:

n(ν) dν =
8π
c3

ν2 dν

ehν/kT − 1
(3.41)

Applying eqs. (3.2) and (3.3) one can show that the photon number densityand the energy density of
radiation are

nph =

∫ ∞

0
n(p) dp = b T3 (3.42)

Urad =

∫ ∞

0
pc n(p) dp = a T4 (3.43)

30



whereb = 20.3 cm−3 K−3 anda is the radiation constant

a =
8π5k4

15h3c3
= 7.56× 10−15 erg cm−3 K−4.

Since photons are always extremely relativistic,P = 1
3U by eq. (3.12) and theradiation pressureis

given by

Prad =
1
3aT4 (3.44)

Pressure of a mixture of gas and radiation

The pressure inside a star is the sum of the gas pressure and radiation pressure,

P = Prad+ Pgas= Prad+ Pion + Pe.

wherePrad is given by eq. (3.44) andPion by eq. (3.17). In generalPe must be calculated as described
in Sect. 3.3.5. In the classical limit it is given by eq. (3.19), and in the limits of non-relativistic and
extremely relativistic degeneracy by eqs. (3.35) and (3.37), respectively. If the electrons are non-
degenerate then the pressure can be written as

P = 1
3aT4 +

R
µ
ρT. (3.45)

If the electrons are strongly degenerate their pressure dominates over that of the (classical) ions, so in
that casePion can be neglected in the total pressure.

The fraction of the pressure contributed by the gas is customarily expressed asβ, i.e.

Pgas= βP and Prad = (1− β) P. (3.46)

3.3.7 Equation of state regimes

The different sources of pressure we have discussed so far dominate the equation of state at different
temperatures and densities. In Fig. 3.4 the boundaries between these regimes are plotted schematically
in the logT, logρ plane.

• The boundary between regions where radiation and ideal-gas pressure dominate is defined by
Prad = Pgas, giving T/ρ1/3 = 3.2× 107µ−1/3 whenT andρ are expressed in cgs units. (Verify
this by comparing eqs. 3.21 and 3.44.) This is a line with slope1

3 in the logT vs logρ plane.

• Similarly, the boundary between the regions dominated by ideal-gas pressure and non-relativistic
degenerate electron pressure can be defined byPgas,ideal = Pe,NR as given by eq. (3.35), giving
T/ρ2/3 = 1.21× 105µ µ

−5/3
e (again withT andρ in cgs units). This is a line with slope23 in the

logT-logρ plane.

• The approximate boundary between non-relativistic and relativistic degeneracy is given by
eq. (3.38),ρ = 9.7× 105µe g/cm3.

• At high densities the boundary between ideal gas pressure and extremelyrelativistic degeneracy
is found by equating eqs. (3.21) and (3.37), givingT/ρ1/3 = 1.50× 107µ µ

−4/3
e (with T andρ in

cgs units), again a line with slope13.

As shown in Fig. 3.4, detailed models of zero-age (that is, homogeneous) main-sequence stars with
masses between 0.1 and 100M⊙ cover the region where ideal-gas pressure dominates the equation
of state. This justifies the assumptions made in Ch. 2 when discussing the virial theorem and its
consequences for stars, and when estimating temperatures in the stellar interior.
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Figure 3.4. Left: The equation of state for a gas of free particles in the logT, logρ plane. The dashed lines are
approximate boundaries between regions where radiation pressure, ideal gas pressure, non-relativistic electron
degeneracy and extremely relativistic electron degeneracy dominate, for a compositionX = 0.7 andZ = 0.02.
Right: Detailed structure models for homogeneous main-sequence stars of 0.1...100M⊙ have been added (solid
lines). The 1M⊙ model is well within the ideal-gas region of the equation of state. In the 0.1M⊙ star electron
degeneracy pressure is important, except in the outer layers (at lowρ andT). In stars more massive than 10M⊙,
radiation pressure becomes important, and it dominates in the surface layers of the 100M⊙ model.

3.4 Adiabatic processes

It is often important to consider processes that occur on such a short (e.g. hydrodynamical) timescale
that there is no heat exchange with the environment; such processes areadiabatic. To derive the
properties of stellar interiors under adiabatic conditions we need severalthermodynamic derivatives.
We therefore start from the laws of thermodynamics.

Thefirst law of thermodynamics states that the amount of heat absorbed by a system (δQ) is the
sum of the change in its internal energy (δU) and the work done on the system (δW = PδV). The
second lawof thermodynamics states that, for a reversible process, the change in entropy equals the
change in the heat content divided by the temperature. Entropy is a state variable, unlike the heat
content. For a unit mass (1 gram) of matter the combination of these laws can be expressed as

dq = T ds= du+ Pdv = du− P

ρ2
dρ. (3.47)

Here dq is the change in heat content, du is the change in internal energy (u = U/ρ is thespecific
internal energy, i.e. per gram),s is the specific entropy (i.e. the entropy per unit mass) andv = 1/ρ is
the volume of a unit mass. Note that du and dsare exact differentials, whereas dq is not.

Differential form of the equation of state To compute general expressions for thermodynamic
derivatives such as the specific heats and the adiabatic derivatives it isuseful to write the equation of
state in differential form, i.e.

dP
P
= χT

dT
T
+ χρ

dρ
ρ
, (3.48)
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whereχT andχρ are defined as

χT =

(

∂ logP
∂ logT

)

ρ,Xi

=
T
P

(

∂P
∂T

)

ρ,Xi

, (3.49)

χρ =

(

∂ logP
∂ logρ

)

T,Xi

=
ρ

P

(

∂P
∂ρ

)

T,Xi

. (3.50)

The subscriptXi means that the composition is held constant as well. In a general equation of state
χT andχρ can depend onT andρ themselves, but if they are (approximately) constant then we can
write the equation of state in power-law form:

P = P0 ρ
χρ TχT .

For example, for an ideal gas without radiation we haveχT = χρ = 1, while for a radiation-dominated
gasχT = 4 andχρ = 0.

3.4.1 Specific heats

The specific heats at constant volumecV and at constant pressurecP for a unit mass of gas follow
from eq. (3.47):

cV =

(

dq
dT

)

v
=

(

∂u
∂T

)

v
, (3.51)

cP =

(

dq
dT

)

P
=

(

∂u
∂T

)

P
− P

ρ2

(

∂ρ

∂T

)

P
, (3.52)

where a partial derivative taken at constantv is the same as one taken at constantρ. For an ideal gas,
with u = U/ρ = 3

2P/ρ, we obtain from eq. (3.21) the familiar resultcV =
3
2R/µ. For a radiation-

dominated gas, eq. (3.43) yieldscV = 4aT3/ρ. Using thermodynamic transformations and some
algebraic manipulation (see Appendix 3.A), it follows quite generally that the specific heats are related
by

cP − cV =
P
ρT

χT
2

χρ
. (3.53)

For an ideal gas this amounts tocP − cV = R/µ, and thereforecP =
5
2R/µ. For a radiation-dominated

gasχρ = 0 and hencecP→ ∞: indeed, sincePrad only depends onT, a change in temperature cannot
be performed at constant pressure.

The ratio of specific heats is denoted asγ:

γ =
cP

cV
= 1+

P
ρTcV

χT
2

χρ
, (3.54)

so thatγ = 5
3 for an ideal gas.

Expressions for dq It is often useful to have expressions for the change in heat content dq (eq. 3.47)
in terms of variations ofT andρ or T andP. Making use of the specific heats one can derive (see
Appendix 3.A)

dq = T ds = cV dT − χT
P

ρ2
dρ = cP dT − χT

χρ

dP
ρ
. (3.55)
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3.4.2 Adiabatic derivatives

The thermodynamic response of a system to adiabatic changes is measured by the so-calledadiabatic
derivatives. Two of these have special importance for stellar structure:

• Theadiabatic exponent2 γad measures the response of the pressure to adiabatic compression or
expansion, i.e. to a change in the density. It is defined as

γad =

(

∂ logP
∂ logρ

)

ad
(3.56)

where the subscript ’ad’ means that the change is performed adiabatically, that is, at constant
entropy. Ifγad is constant thenP ∝ ργad for adiabatic changes. As we shall see later,γad is
related to thedynamical stabilityof stars.

• Theadiabatic temperature gradientis defined as

∇ad =

(

∂ logT
∂ logP

)

ad
(3.57)

It is in fact another exponent that describes the behaviour of the temperature under adiabatic
compression or expansion (T ∝ P∇ad if ∇ad is constant), which turns out to be important for
stability againstconvection.

The adiabatic exponent For an adiabatic processdq= 0 in eq. (3.47) and therefore

du =
P

ρ2
dρ. (3.58)

We have seen in Sect. 3.3.1 that for a perfect gas of free particles the internal energy densityU is
proportional toP, in both the NR and ER limits. For such a simple system we can therefore write, as
we did in Sect. 2.3,

u = φ
P
ρ

(3.59)

with φ a constant (between32 and 3). If we differentiate this and substitute into eq. (3.58) we obtain
for an adiabatic change

dP
P
=
φ + 1
φ

dρ
ρ
. (3.60)

Therefore, according to the definition ofγad (eq. 3.56),

γad =
φ + 1
φ

(for a simple, perfect gas). (3.61)

2In many textbooks one finds instead the adiabatic exponentsΓ1, Γ2, andΓ3 introduced by Chandrasekhar. They are
defined, and related toγad and∇ad, as follows:

Γ1 =

(

∂ logP
∂ logρ

)

ad
= γad,

Γ2

Γ2 − 1
=

(

∂ logP
∂ logT

)

ad
=

1
∇ad

, Γ3 =

(

∂ logT
∂ logρ

)

ad
+ 1.

They obey the relation

Γ1

Γ3 − 1
=
Γ2

Γ2 − 1
.
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• for non-relativisticparticles (e.g. a classical ideal gas, NR degenerate electrons)φ = 3
2 and

thereforeγad =
5
3

• for extremely relativisticparticles (e.g. photons, ER degenerate electrons)φ = 3 and therefore
γad =

4
3

• for a mixture of gas and radiation (0≤ β ≤ 1) and/or moderately relativistic degenerate elec-
trons,4

3 ≤ γad ≤ 5
3

For a general equation of state, described by eq. (3.48), one can derive (see Appendix 3.A)

γad = χρ +
P

ρTcV
χT

2. (3.62)

Thereforeγad is related to the ratio of specific heats (eq. 3.54),γad = γ χρ. Theγ’s are equal ifχρ = 1
(as in the case of an ideal gas).

The adiabatic temperature gradient By writing eq. (3.56) as dP/P = γaddρ/ρ for an adiabatic
change, and eliminatingdρ with the help of eq. (3.48), we obtain a general relation between the
adiabatic temperature gradient∇ad and the adiabatic exponentγad:

∇ad =
γad− χρ
γadχT

, (3.63)

This gives the following limiting cases:

• for an ideal gas without radiation (β = 1) we haveχT = χρ = 1, which together withγad =
5
3

gives∇ad =
2
5 = 0.4.

• for a radiation-dominated gas (β = 0) χT = 4 andχρ = 0 so that∇ad =
1
4 = 0.25.

For a general equation of state one has to consider the general expression for γad (eq. 3.62) in
eq. (3.63). From the expression of dq in terms of dT and dP (3.55) it follows that

∇ad =
P

ρTcP

χT

χρ
. (3.64)

This means that for a generalnon-adiabatic process we can write eq. (3.55) as

dq = cP

(

dT − ∇ad
T
P

dP

)

, (3.65)

which will prove to be a useful relation later on.

We give some important results without derivations, which can be found in K&W Chapters 13.2
and 16.3 or in Hansen Chapter 3.7:

• for a mixture of gas and radiation with 0< β < 1, ∇ad andγad both depend onβ and take on
intermediate values, i.e. 0.25< ∇ad < 0.4.

• for a non-relativistic degenerate gas, we have to consider that although electrons dominate the
pressure, there is a (tiny) temperature dependence due to the ion gas which must be taken into
account in calculatingχT and therefore∇ad. After some manipulation it can be shown that in
this case∇ad = 0.4, as for the ideal classical gas.

• for an extremely relativistic degenerate gas one also has to consider that while the electrons are
relativistic, the ions are still non-relativistic. It turns out that in this limit∇ad = 0.5.
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3.5 Ionization

We have so far implicitly assumed complete ionization of the gas, i.e. that it consistsof bare atomic
nuclei and free electrons. This is a good approximation in hot stellar interiors, whereT > 106 K
so that typical energieskT are much larger than the energy needed to ionize an atom, i.e. to knock
off a bound electron. In the cooler outer layers of a star, however, we need to consider thepartial
ionizationof the elements. In this case quasi-static changes of the state variables (ρ andT) will lead
to changes in the degree of ionization. This can have a large effect on the thermodynamic properties
of the gas, e.g. onγad and∇ad.

In LTE the number densities of ionized and neutral species are determined by theSaha equation

nr+1

nr
ne =

ur+1

ur

2(2πmekT)3/2

h3
e−χr/kT (3.66)

wherenr andnr+1 indicate the number densities ofr andr+1 times ionized nuclei,χr is the ionization
potential, i.e. the energy required to remove ther-th bound electron, andur andur+1 are the partition
functions. The partition functions depend onT but can in most cases be approximated by the statistical
weights of the ground states of the bound species. (This equation can be derived from statistical
mechanics, e.g. see K&W Chapter 14.1.)

3.5.1 Ionization of hydrogen

As an example, we consider the simple case where the gas consists only of hydrogen. Then there
are just three types of particle, electrons and neutral and ionized hydrogen, withuH = u0 = 2 and
uH+ = u1 = 1. We write their number densities asn+ andn0 so that

n+
n0

ne =
(2πmekT)3/2

h3
e−χH/kT (3.67)

whereχH = 13.6 eV. The gas pressure is given byPgas = (n0 + n+ + ne) kT and the density is
ρ = (n0 + n+) mu. Thedegree of ionizationis defined as

x =
n+

n0 + n+
(3.68)

so thatPgascan be written in terms of the degree of ionization

Pgas= (1+ x)RρT (3.69)

We can then rewrite Saha’s equation as

x2

1− x2
=

(2πme)3/2

h3

(kT)5/2

Pgas
e−χH/kT (3.70)

We see that the degree of ionization increases withT, as expected since more atoms are broken up by
the energetic photons. However,x decreases with gas pressure (or density) whenT is kept constant,
because this increases the probability of recombination which is proportional to ne. From eq. (3.69)
we see that the mean molecular weightµ = 1/(1 + x) decreases as hydrogen becomes ionized (one
atomic mass is divided over two particles).

To estimate the effect on the thermodynamic properties of the gas, we note that in the case of par-
tial ionization the internal energy has a contribution from the available potential energy of recombina-
tion. Per unit volume this contribution is equal ton+ χH, so per unit mass it equalsn+ χH/ρ = xχH/mu.
Thus

u =
3
2

Pgas

ρ
+ x

χH

mu
= 3

2(1+ x)RT + x
χH

mu
. (3.71)
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Figure 3.5. The adiabatic temperature gradient∇ad plotted against temperature. The left panel shows the
effect of partial ionization for the simple case of a pure hydrogen gas, for three values of the density (10−4,
10−6 and 10−8 g/cm3). When hydrogen is partially ionized,∇ad is decreased below its ideal-gas value of 0.4.
The circles indicate the points where the degree of ionization x = 0.5, close to the minimum of∇ad. As the
density increases, a higher temperature is needed to reach the same ionization degree. The right panel shows
how∇ad varies with temperature in a detailed stellar model of 1M⊙, between the surface (atT ≈ 6000 K) and
the centre (atT ≈ 1.5 × 107 K). Apart from the hydrogen ionization zone around 104 K, a second depression
of ∇ad around 105 K is seen which is due to the first4He ionization zone. The second He ionization zone is
merged with H ionization because it occurs at similar temperatures and densities. Note that the region where
T < 106 K comprises only the outer 1 % of the mass of the Sun. (The dotted line shows how∇ad would vary
with T in this model if the composition were pure hydrogen, as was assumed in the left panel.)

A small increase in temperature increases the degree of ionization, which results in a large amount of
energy being absorbed by the gas. In other words, thespecific heatof a partially ionized gas will be
much larger than for an unionized gas, or for a completely ionized gas (in thelatter casex = 1 so that
the second term in eq. (3.71) becomes a constant and therefore irrelevant).

Now consider what happens if the gas is adiabatically compressed. Startingfrom neutral hydro-
gen, for which∇ad = 0.4, the temperature initially increases asT ∝ P0.4. Further compression (work
done on the gas) increasesu, but when partial ionization sets in most of this energy goes into raising
the degree of ionization (second term of eq. 3.71) and only little into raising thetemperature (first
term). In other words,T increases less strongly with withP, and therefore∇ad < 0.4. A detailed
calculation (e.g. see K&W Chapter 14.3) shows that under typical conditions∇ad reaches a minimum
value of≈ 0.1 whenx ≈ 0.5. As the gas becomes almost fully ionized,∇ad rises back to 0.4. The
variation of∇ad with temperature for a pure hydrogen gas is shown in the left panel of Fig.3.5 for
different values of the density.

The decrease of∇ad in partial ionization zones can induceconvectionin the outer layers of stars,
as we shall see in Ch. 5. Similarly it can be shown thatγad decreases in partial ionization zones, from
5
3 to γad ≈ 1.2 whenx ≈ 0.5. This has consequences for the stability of stars, as we shall also see.
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Figure 3.6. Schematic depiction of
the electrostatic potential of an iso-
lated ion (left) and the superposi-
tion of the potentials of neighbour-
ing ions (right). Figure reproduced
from Kippenhanhn & Weigert.

3.5.2 Ionization of a mixture of gases

In a mixture of gases the situation becomes more complicated because many, partly ionized species
have to be considered, the densities of which all depend on each other (see e.g. K&W Chapter 14.4-
14.5). However the basic physics remains the same as considered above for the simple case of pure
hydrogen. The effect on the thermodynamic properties is that e.g.∇ad can show additional deviations
below 0.4 at different temperatures, especially where helium (the second-most abundant element in
stars) is partially ionized. This is illustrated in Fig. 3.5b which shows the variationof ∇ad with
temperature in a homogeneous model for the initial Sun.

3.5.3 Pressure ionization

As ρ increases indefinitely, the Saha equation givesx→ 0, i.e. ionized gas recombines to form atoms.
This is obviously nonsense at very high density, and becomes incorrectwhen the average distanced
between ions becomes less than an atomic radius. In this situation the ionization energy is suppressed
(there are fewer bound excited states; see Fig. 3.6), a situation known aspressure ionization.

Consider the case of hydrogen: the volume per H atom is 1/nH so thatd = (4π
3 nH)−1/3. Pressure

ionization sets in whend ∼< a0 = 5× 10−9 cm (the Bohr radius). This implies

nH ∼>
1

4π
3 a0

3

or ρ = nHmH ∼> 3 g cm−3. Other elements are pressure-ionized at similar values of the density, within
an order of magnitude. At densities∼> 10 g cm−3, therefore, we can again assume complete ionization.

Fig. 3.7 shows the approximate boundary in the density-temperature diagrambetween neutral and
ionized hydrogen according the Saha equation forρ < 1 g cm−3, and as a result of pressure ionization
at higher densities.

3.6 Other effects on the equation of state

3.6.1 Coulomb interactions and crystallization

We have so far ignored the effect of electrostatic or Coulomb interactions between the ions and elec-
trons in the gas. Is this a reasonable approximation, i.e. are the interaction energies indeed small
compared to the kinetic energies, as we have assumed in Sect. 3.3?

The average distance between gas particles (with massAmu) is d ≈ (4π
3 n)−1/3 wheren is the

number density,n = ρ/(Amu). The typical Coulomb energy per particle (with chargeZe) is ǫC ≈
Z2e2/d, while the average kinetic energy isǫkin =

3
2kT. The ratio of Coulomb energy to kinetic

energy is usually called the Coulomb parameterΓC, defined as

ΓC =
Z2e2

d kT
=

Z2e2

kT

(

4πρ
3Amu

)1/3

= 2.275× 105 Z2

A1/3

ρ1/3

T
, (3.72)
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Figure 3.7. The equation of state in the
ρ, T plane for a pure hydrogen gas. The
dotted lines are the borders, also shown
in Fig. 3.4, between regions where ra-
diation, ideal gas and degenerate elec-
trons dominate the pressure. The solid
line shows where the ionization fraction
of hydrogen is 0.5 according to the Saha
equation, and where hydrogen becomes
pressure-ionized at high density. The
dashed lines show where the Coulomb
interaction parameterΓC equals 1, above
which Coulomb interactions become im-
portant, and whereΓC = 170, above
which the ions form a crystralline lat-
tice. Above the dash-dotted line e+e−

pairs play an important role in stellar in-
teriors.

where in the last equality the numerical factor is in cgs units. We see that Coulomb interactions
increase in importance at high densities or low temperatures. Roughly, Coulomb interactions start to
become important in stellar interiors whenΓC ∼> 1.

To estimate the typical value ofΓC in stellar interiors we approximateρ ≈ ρ̄ = M/(4π
3 R3), and

we approximateT by the average temperature estimated from the virial theorem,T ≈ T̄ ≈ 1
3

Amu
k

GM
R

(eq. 2.29). Ignoring factors of order unity, we get

ΓC ≈ 0.01
Z2

A4/3

(

M
M⊙

)−2/3

. (3.73)

The ratioZ2/A4/3 depends on the composition, and represents an average over the constituents of
the gas. In stars mostly composed of hydrogen,A ≈ 1 andZ ≈ 1, and we find that in the Sun the
Coulomb energy contributes of the order of 1 % to the particle energies (andhence has a similar effect
on the pressure). We are therefore justified in ignoring Coulomb interactions in stars similar to or
more massive than the Sun. However, eq. (3.73) shows that in low-mass stars Coulomb interactions
can start to contribute significantly. This can also be seen by comparing Fig.3.4 and Fig. 3.7, where
the location of the conditionΓC = 1 is indicated in theρ-T diagram. Detailed models of low-mass
stars need to take this effect into account. ForM ∼< 10−3 M⊙ the Coulomb energies dominate. Such
objects are not stars but planets (Jupiter’s mass is about 10−3 M⊙). Calculations of the structure of
planets requires a much more complicated equation of state than for stars.

Crystallization

If ΓC ≫ 1 the thermal motions of the ions are overwhelmed by the Coulomb interactions. Inthis
situation the ions will tend to settle down into a conglomerate with a lower energy, in other words
they will form a crystalline lattice. Detailed estimates indicate that this transition takesplace at a
critical value ofΓC ≈ 170. This condition is also indicated in Fig. 3.4 for a pure hydrogen gas. In
reality, this situation will never occur in hydrogen-rich stellar interiors, butit can take place in cooling
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white dwarfs (in which the temperature gradually decreases with time while the density remains
constant). White dwarfs are usually composed of carbon and oxygen, so in this case we have to
take into account the composition which raises the temperature at which the transition occurs (the
‘melting’ temperature) by a factorZ2/A1/3 according to eq. (3.72).

Finally we note that crystallization only occurs in the region where the electrons are strongly
degenerate. You may verify that the Coulomb interaction energy between electrons and ions (Ze2/d)
is always smaller than the typical electron energy (p2

F/2me). The electrons therefore behave as a free
degenerate gas, even if the ions form a crystalline structure.

3.6.2 Pair production

A very different process can take place at very high temperatures and relatively low densities. A
photon may turn into an electron-positron pair if its energyhν exceeds the rest-mass energy of the pair,
hν > 2mec2. This must take place during the interaction with a nucleus, since otherwise momentum
and energy cannot both be conserved. Pair production takes place ata typical temperaturekT ≈ hν ≈
2mec2, or T ≈ 1.2× 1010 K. However, even atT ∼ 109 K the number of energetic photons in the tail
of the Planck distribution (eq. 3.41) is large enough to produce a large number of e+e− pairs. The
newly created positrons tend to be annihilated quickly by the inverse reaction(e+ + e− → 2γ), as a
result of which the number of positrons reaches equilibrium. At a few times 109 K, depending on the
electron density, the number of positrons is a significant fraction of the number of electrons.

Pair production is similar to an ionization process: an increase in temperature leads to an increase
in the number of particles at the expense of the photon energy (and pressure). Therefore pair produc-
tion gives rise to a decrease of the adiabatic gradientγad and of∇ad, similar to partial ionization. This
is the main importance of pair production for stellar evolution: it affects the stability of very massive
stars in advanced stages of evolution (when their temperature may reach values in excess of 109 K)
and can trigger their collapse.

Suggestions for further reading

The contents of this chapter are also covered by Chapter 7 of Maeder and by Chapters 13 to 16 of
Kippenhahn & Weigert. However, a more elegant derivation of the equation of state, which is also
more consistent with the way it is derived in these lecture notes, is given in Chapter 3 of Hansen,
Kawaler & Trimble. Explicit expressions for many of the results that are only mentioned here can be
found in this book.

Exercises

3.1 Conceptual questions

These questions are intended to test your understanding of the lectures. Try to answer them without
referring to the lecture notes.

(a) What do we mean bylocal thermodynamic equilibrium(LTE)? Why is this a good assumption
for stellar interiors? What is the difference between LTE andthermal equilibrium(as treated in
Ch. 2)?

(b) In what type of stars does degeneracy become important? Is it important in main-sequence stars?
Is it more important in high mass or low mass MS stars?
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(c) Explain qualitatively why for degenerate matter, the pressure increases with the density.

(d) Why do electrons become relativistic when they are compressed into a smaller volume? Why does
the pressure increase less steeply with the density in this case?

(e) In the central region of a star we find free electrons and ions. Why do the electrons become
degenerate first? Why do the ions never become degenerate in practice?

3.2 Mean molecular weight

Derive a general expression for the mean molecular weight ofan ionized gas, as a function of composi-
tion X, Y, Z. Assume that, for elements heavier than H, nuclei are composed of equal number of protons
and neutrons, so that the nuclear chargeZi is half of the mass numberAi .

3.3 Theρ − T plane

Consider a gas of ionized hydrogen. In theρ−T plane compute the approximate boundary lines between
the regions where:

(a) radiation pressure dominates,

(b) the electrons behave like a classical ideal gas,

(c) the electrons behave like a degenerate gas,

(d) the electrons are relativistically degenerate.

3.4 The pressure of a gas of free particles

In this exercise you will derive some important relations from this chapter for yourself.

(a) Suppose that the particles in a gas have momenta distributed asn(p) dp. Show that the pressure
can be expressed by eq. (3.4).

(b) For classical particles in LTE, the momentum distribution is given by the Maxwell-Boltzmann
distribution, eq. (3.13). Calculate the pressure using eq.(3.4). Does the result look familiar?

(c) Show that for a gas of free, non-relativistic particlesP = 2
3U (eq. 3.11), whereU is the internal

energy density. Show that in the extremely relativistic limit P = 1
3U (eq. 3.12).

(d) Electrons are fermions with 2 spin states. Explain why the maximum number of electrons per
volume with momentump can be written as eq. (3.28).

(e) In the extreme case of complete degeneracy,T → 0, the electrons fill up all available quantum
states up to a maximumpF, the Fermi momentum. Show that

pF = h

(

3ne

8π

)
1
3

(f) Show that the pressure as function of the density for a non-relativistic degenerate electron gas can
be written as

P = KNR

(

ρ

µe

)x

and derive an expression forKNR andx.

(g) Show that the pressure as function of the density for an extremely relativistic degenerate electron
gas can be written as

P = KER

(

ρ

µe

)y

and derive an expression forKER andy.
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(h) Photons are bosons, and the distribution of their momenta is given by the Planck function (eq. 3.27).
Show that in this case

U ∝ T4

(Hint: to derive an expression for the proportionality constant a, you might want to use Mathe-
matica or a list of standard integrals.)

(i) Now use (c) to show that the radiation pressure is given byPrad =
1
3aT4.

3.5 Adiabatic derivatives

(a) Use the first law of thermodynamics to show that, for an ideal gas in an adiabatic process,

P ∝ ργad (3.74)

and give a value for the adiabatic exponentγad.

(b) Use the ideal gas law in combination with eq. (3.74) to show that

∇ad =

(

d lnT
d lnP

)

ad,id

= 0.4.

(c) The quantity∇ad is referred to as theadiabatic temperature gradient. Normally you would use
the term ‘gradient of a quantityA’ for dA/dr, or if you use mass coordinates instead of radius
coordinates, dX/dm. Do you understand why∇ad can be referred to as a temperature ‘gradient’?

(d) (*) Show that for a mixture of an ideal gas plus radiation,the adiabatic exponent is given by

γad =
32− 24β − 3β2

24− 21β
,

whereβ = Pgas/P.

(Hints: write down the equation of state for the mixture in differential form as in eq. (3.48), and
expressχT andχρ in terms ofβ. Then apply the first law of therrmodynamics for an adiabatic
process.)

(e) (*) What is the value ofγad in the limit where radiation dominates and where pressure dominates?
Does this look familiar?

3.6 Ionization effects

(a) The particles in an ionized gas are charged and thereforeundergo electrostatic (Coulomb) inter-
actions. Why can can we nevertheless make the ideal-gas assumption in most stars (i.e. that the
internal energy of the gas is just the sum of the kinetic energies of the particles)? For which stars
do Coulomb interactions have a significant effect?

(b) Why does the gas in the interior of a star become pressure-ionized at high densities?

(c) Explain qualitatively why partial ionization leads to∇ad < ∇ad,ideal = 0.4, in other words: why
does adiabatic compression lead to a smaller temperature increase when the gas is partly ionized,
compared to a completely ionized (or unionized) gas?
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3.A Appendix: Themodynamic relations

In this Appendix we derive some of the thermodynamic relations that were given without proof in Chapter 3.
The first law of thermodynamics states that the heat added to amass element of gas is the sum of the change

in its internal energy and the work done by the mass element. Taking the element to be of unit mass, we can
wite this as

dq = du+ Pdv = du− P
ρ2

dρ, (3.75)

because the volume of a unit mass isv = 1/ρ. We can write the change in the internal energy of a unit mass in
terms of the changes in the state variables (T andρ) as

du =
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dρ. (3.76)

The change in the entropy per unit mass, ds= dq/T, is therefore
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Becauses is a function of state,∂2s/∂ρ∂T = ∂2s/∂T∂ρ, which means that
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, (3.78)

where the∂/∂T on the right-hand side should be taken at constantρ. Working out the right-hand side allows us
to eliminate the second derivative ofu, giving
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.

With the definition ofχT (eq. 3.49) we can write (∂P/∂T)ρ = χT P/T, and thus
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. (3.79)

Specific heats

The definitions of the specfic heats at constant volume and at constant pressure are
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, (3.80)

cP ≡














dq
dT















P

=















∂u
∂T















P

− P
ρ2















∂ρ

∂T















P

. (3.81)

To work out an expression forcP, we need (∂u/∂T)P and (∂ρ/∂T)P. To start with the latter, we use the differ-
ential form of the equation of state (3.48). At constant pressure dP = 0 this gives

χρ
dρ
ρ
= −χT
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⇒
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. (3.82)

To obtain an expression for (∂u/∂T)P we use eq. (3.76), which we can write as

du
dT
=
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and therefore
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To obtain the last equality we used eqs. (3.79) and (3.82). From the definitions (3.80) and (3.81) we thus arrive
at the following relation betweencP andcV:

cP − cV =
χT

2

χρ

P
ρT

(3.84)

which is eq. (3.53).

Expressions for dq

It is useful to be able to write the change in heat content of a unit mass in terms of the changes in the state
variables. Eq. (3.77) already shows how dq is written in terms ofT andρ, i.e.

dq = T ds= cV dT − χT
P
ρ2

dρ, (3.85)

making use of (3.79) and (3.80). It is often useful to expressdq is terms ofT andP, rather thanρ. To do this
we write dρ with the help of eq. (3.48),
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, (3.86)

so that

dq = cV dT − χT
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The terms with parentheses in the last equality are simplecP, according to (3.84), and therefore

dq = T ds= cP dT − χT

χρ

dP
ρ
. (3.88)

Adiabatic derivatives

Eq. (3.88) makes it easy to derive an expression for the adiabatic temperature gradient (3.57),

∇ad ≡
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. (3.89)

An adiabatic change inT andP means the changes take place at constants, or with dq = 0. Hence (3.88)
shows that
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This means

∇ad =
P

ρTcP

χT

χρ
, (3.91)

which is eq. (3.64). With the help of this expression we can also write (3.88) as

dq = cP
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. (3.92)
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To derive an expression for the adiabatic exponent (3.56),

γad ≡














d lnP
d lnρ















ad

, (3.93)

we use (3.85) and (3.88) and set dq = 0 in both expressions. This gives

dT =
P

ρ2cV
χT dρ and dT =

1
ρcP

χT

χρ
dP.

Eliminating dT from both expressions gives

dP
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χρ.

This means

γad =
cP

cV
χρ = γ χρ , (3.94)

whereγ = cP/cV is the ratio of specific heats. Using eq. (3.84) this can also be written as

γad = χρ +
P

ρTcV
χT

2, (3.95)

which is eq. (3.62).
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Chapter 4

Polytropic stellar models

As mentioned in Sec. 2.2, the equation of hydrostatic equilibrium can be solvedif the pressure is
a known function of the density,P = P(ρ). In this situation the mechanical structure of the star is
completely determined. A special case of such a relation betweenP andρ is thepolytropic relation,

P = Kργ (4.1)

whereK andγ are both constants. The resulting stellar models are known aspolytropic stellar models
or simply polytropes. Polytropic models have played an important role in the historical development
of stellar structure theory. Although nowadays their practical use has mostly been superseded by more
realistic stellar models, due to their simplicity polytropic models still give useful insight into several
important properties of stars. Moreover, in some cases the polytropic relation is a good approximation
to the real equation of state. We have encountered a few examples of polytropic equations of state
in Chapter 3, e.g. the pressure of degenerate electrons, and the case where pressure and density are
related adiabatically.

In this brief chapter – and the accompanying computer practicum – we will derive the analytic the-
ory of polytropes and construct polytropic models, and study to which kindof stars they correspond,
at least approximately.

4.1 Polytropes and the Lane-Emden equation

If the equation of state can be written in polytropic form, the equations for masscontinuity (dm/dr,
eq. 2.3) and for hydrostatic equilibrium (dP/dr, eq. 2.12) can be combined with eq. (4.1) to give a
second-order differential equation for the density:

1
ρr2

d
dr

(

r2ργ−2dρ
dr

)

= −4πG
Kγ

(4.2)

The exponentγ is often replaced by the so-called polytropic indexn, which is defined by

n =
1

γ − 1
or γ = 1+

1
n

(4.3)

In order to construct a polytropic stellar model we have to solve eq. (4.2),together with two boundary
conditions which are set in the centre,r = 0:

ρ(0) = ρc and

(

dρ
dr

)

r=0
= 0, (4.4)

whereρc is a parameter to be chosen, or determined from other constraints.
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Table 4.1. Numerical values for polytropic models with indexn.

n zn Θn ρc/ρ̄ Nn Wn

0 2.44949 4.89898 1.00000 . . . 0.119366
1 3.14159 3.14159 3.28987 0.63662 0.392699
1.5 3.65375 2.71406 5.99071 0.42422 0.770140
2 4.35287 2.41105 11.40254 0.36475 1.638183
3 6.89685 2.01824 54.1825 0.36394 11.05068
4 14.97155 1.79723 622.408 0.47720 247.559
4.5 31.8365 1.73780 6189.47 0.65798 4921.84
5 ∞ 1.73205 ∞ ∞ ∞

In order to simplify eq. (4.2), we define two new dimensionless variablesw (related to the density)
andz (related to the radius) by writing

ρ = ρcw
n, (4.5)

r = αz, with α =

(

n+ 1
4πG

Kρ1/n−1
c

)1/2

. (4.6)

This choice ofα ensures that the constantsK and 4πG are eliminated after substitutingr andρ into
eq. (4.2). The resulting second-order differential equation is called theLane-Emden equation:

1
z2

d
dz

(

z2 dw
dz

)

+ wn = 0. (4.7)

A polytropic stellar model can be constructed by integrating this equation outwards from the centre.
The boundary conditions (4.4) imply that in the centre (z = 0) we havew = 1 and dw/dz = 0. For
n < 5 the solutionw(z) is found to decrease monotonically and to reach zero at finitez = zn, which
corresponds to the surface of the model.

No general analytical solution of the Lane-Emden equation exists. The onlyexceptions aren = 0,
1 and 5, for which the solutions are:

n = 0 : w(z) = 1− z2

6
z0 =

√
6, (4.8)

n = 1 : w(z) =
sinz

z
z1 = π, (4.9)

n = 5 : w(z) =

(

1+
z2

3

)−1/2

z5 = ∞. (4.10)

The casen = 0 (γ = ∞) corresponds to a homogeneous gas sphere with constant densityρc, following
eq. (4.5). The solution forn = 5 is peculiar in that it has infinite radius; this is the case for alln ≥ 5,
while for n < 5 zn grows monotonically withn. For values ofn other than 0, 1 or 5 the solution must
be found by numerical integration (this is quite straightforward, see the accompanying computer
practicum). Table 4.1 lists the value ofzn for different values ofn, as well as several other properties
of the solution that will be discussed below.
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4.1.1 Physical properties of the solutions

Once the solutionw(z) of the Lane-Emden equation is found, eq. (4.5) fixes the relative density
distribution of the model, which is thus uniquely determined by the polytropic indexn. Given the
solution for a certainn, the physical properties of a polytropic stellar model, such as its mass and
radius, are then determined by the parametersK andρc, as follows.

The radius of a polytropic model follows from eq. (4.6):

R= αzn =

[

(n+ 1)K
4πG

]1/2

ρ
(1−n)/2n
c zn. (4.11)

The massm(z) interior tozcan be obtained from integrating eq. (2.3), using eqs. (4.5), (4.6) and (4.7):

m(z) =
∫ αz

0
4πr2ρ dr = −4πα3ρc z2dw

dz
. (4.12)

Hence the total mass of a polytropic model is

M = 4πα3ρcΘn = 4π

[

(n+ 1)K
4πG

]3/2

ρ
(3−n)/2n
c Θn, (4.13)

where we have definedΘn as

Θn ≡
(

− z2dw
dz

)

z=zn

. (4.14)

By eliminatingρc from eqs. (4.11) and (4.13) we can find a relation betweenM, RandK,

K = Nn GM(n−1)/nR(3−n)/n with Nn =
(4π)1/n

n+ 1
Θ

(1−n)/n
n z(n−3)/n

n . (4.15)

Numerical values ofΘn and Nn are given in Table 4.1. From the expressions above we see that
n = 1 andn = 3 are special cases. Forn = 1 the radius is independent of the mass, and is uniquely
determined by the value ofK. Conversely, forn = 3 the mass is independent of the radius and
is uniquely determined byK. For a givenK there is only one value ofM for which hydrostatic
equilibrium can be satisfied ifn = 3.

The average density ¯ρ = M/(4
3πR3) of a polytropic star is related to the central density by

eqs. (4.11) and (4.13) as

ρ̄ =

(

− 3
z

dw
dz

)

z=zn

ρc =
3Θn

z3
n
ρc (4.16)

Hence the ratioρc/ρ̄, i.e. the degree of central concentration of a polytrope, only depends on the
polytropic indexn. This dependence is also tabulated in Table 4.1. One may invert this relation to
find the central density of a polytropic star of a given mass and radius.

The central pressure of a polytropic star follows from eq. (4.1), whichcan be written as

Pc = K ρ
(n+1)/n
c .

In combination with (4.15) and (4.16) this gives

Pc =Wn
GM2

R4
with Wn =

z4
n

4π(n+ 1)Θ2
n
. (4.17)
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Note that in our simple scaling estimate, eq. (2.14), we found the same proportionality Pc ∝ GM2/R4,
where the proportionality constantWn is now determined by the polytropic indexn (see Table 4.1).
We can eliminateR in favour ofρc to obtain the very useful relation

Pc = Cn GM2/3ρ
4/3
c with Cn =

(4π)1/3

n+ 1
Θ
−2/3
n , (4.18)

where you may verify that the constantCn is only weakly dependent onn, unlikeWn in (4.17).
We give without derivation an expression for the gravitational potential energy of a polytrope of

indexn:

Egr = −
3

5− n
GM2

R
. (4.19)

(The derivation can be found in K&W Sec. 19.9 and Maeder Sec. 24.5.1.)

4.2 Application to stars

Eq. (4.15) expresses a relation between the constantK in eq. (4.1) and the mass and radius of a
polytropic model. This relation can be interpreted in two very different ways:

• The constantK may be given in terms of physical constants. This is the case, for example, for a
star dominated by the pressure of degenerate electrons, in either the non-relativistic limit or the
extremely relativistic limit. In that case eq. (4.15) defines a unique relation between the mass
and radius of a star.

• In other cases the constantK merely expresses proportionality in eq. (4.1), i.e.K is a free
parameter that is constant in a particular star, but may vary from star to star. In this case there
are many different possible values ofM andR. For a star with a given mass and radius, the
corresponding value ofK for this star can be determined from eq. (4.15).

In this section we briefly discuss examples for each of these two interpretations.

4.2.1 White dwarfs and the Chandrasekhar mass

Stars that are so compact and dense that their interior pressure is dominated by degenerate electrons
are known observationally aswhite dwarfs. They are the remnants of stellar cores in which hydrogen
has been completely converted into helium and, in most cases, also helium hasbeen fused into carbon
and oxygen. Since the pressure of a completely degenerate electron gasis a function of density only
(Sec. 3.3.5), the mechanical structure if a white dwarf is fixed and is independent of temperature. We
can thus understand some of the structural properties of white dwarfs bymeans of polytropic models.

We start by considering the equation of state for a degenerate, non-relativistic electron gas. From
eq. (3.35) this can be described by a polytropic relation withn = 1.5. Since the correspondingK
is determined by physical constants, eq. (4.15) shows that such a polytrope follows a mass-radius
relation of the from

R∝ M−1/3. (4.20)

More massive white dwarfs are thus more compact, and therefore have a higher density. Above a
certain density the electrons will become relativistic as they are pushed up to higher momenta by the
Pauli exclusion principle. The degree of relativity increases with density,and therefore with the mass
of the white dwarf, until at a certain mass all the electrons become extremely relativistic, i.e., their
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speedυe → c. In this limit the equation of state has changed from eq. (3.35) to eq. (3.37),which
is also a polytropic relation but withn = 3. We have already seen above that ann = 3 polytrope is
special in the sense that it has a unique mass, which is determined byK and is independent of the
radius:

M = 4πΘ3

( K
πG

)3/2

. (4.21)

This value corresponds to an upper limit to the mass of a gas sphere in hydrostatic equilibrium that
can be supported by degenerate electrons, and thus to the maximum possiblemass for a white dwarf.
Its existence was first found by Chandrasekhar in 1931, after whom this limiting mass was named.
Substituting the proper numerical values into eq. (4.21), withK corresponding to eq. (3.37), we obtain
theChandrasekhar mass

MCh = 5.836µ−2
e M⊙. (4.22)

White dwarfs are typically formed of helium, carbon or oxygen, for whichµe = 2 and therefore
MCh = 1.46M⊙. Indeed no white dwarf with a mass exceeding this limit is known to exist.

4.2.2 Eddington’s standard model

As an example of a situation whereK is not fixed by physical constants but is essentially a free
parameter, we consider a star in which the pressure is given by a mixture ofideal gas pressure and
radiation pressure, eq. (3.45). In particular we make the assumption that the ratioβ of gas pressure to
total pressure is constant, i.e. has the same value in each layer of the star. Since Pgas = βP we can
write

P =
1
β

R
µ
ρT, (4.23)

while also

1− β = Prad

P
=

aT4

3P
. (4.24)

Thus the assumption of constantβ means thatT4 ∝ P throughout the star. If we substitute the
complete expression forT4 into eq. (4.24) we obtain

P =

(

3R4

aµ4

1− β
β4

)1/3

ρ4/3, (4.25)

which is a polytropic relation withn = 3 for constantβ. Since we are free to chooseβ between 0 and
1, the constantK is indeed a free parameter dependent onβ.

The relation (4.25) was derived by Arthur Eddington in the 1920s for his famous ‘standard model’.
He found that in regions with a high opacityκ (see Ch. 5) the ratio of local luminosity to mass coor-
dinatel/m is usually small, and vice versa. Making the assumption thatκl/m is constant throughout
the star is equivalent to assuming thatβ is constant (again, see Ch. 5). Indeed, for stars in which
radiation is the main energy transport mechanism this turns out to be approximately true, even though
it is a very rough approximation to the real situation. Nevertheless, the structure of stars on the main
sequence withM ∼> M⊙ is reasonably well approximated by that of an = 3 polytrope. Since the
mass of an = 3 polytrope is given by eq. (4.21), we see from eq. (4.25) that there is aunique relation
between the massM of a star andβ. The relative contribution of radiation pressure increases with the
mass of a star. This was also noted by Eddington, who pointed out that the limitedrange of known
stellar masses corresponds to values ofβ that are significantly different from 0 or 1.
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Suggestions for further reading

Polytropic stellar models are briefly covered in Chapter 24.5 of Maeder and treated more extensively
in Chapter 19 of Kippenhahn & Weigert and Chapter 7.2 of Hansen.

Exercises

4.1 The Lane-Emden equation

(a) Derive eq. (4.2) from the stellar structure equations for mass continuity and hydrostatic equilib-
rium. (Hint: multiply the hydrostatic equation byr2/ρ and take the derivative with respect to
r).

(b) What determines the second boundary condition of eq. (4.4), i.e., why does the density gradient
have to vanish at the center?

(c) By making the substitutions (4.3), (4.5) and (4.6), derive the Lane-Emden equation (4.7).

(d) Solve the Lane-Emden equation analytically for the cases n = 0 andn = 1.

4.2 Polytropic models

(a) DeriveK andγ for the equation of state of an ideal gas at a fixed temperatureT, of a non-relativistic
degenerate gas and of a relativistic degenerate gas.

(b) Using the Lane-Emden equation, show that the mass distribution in a polytropic star is given by
eq. (4.12), and show that this yields eq. (4.13) for the totalmass of a polytrope.

(c) Derive the expressions for the central densityρc and the central pressurePc as function of mass
and radius, eqs. (4.16) and (4.17).

(d) Derive eq. (4.18) and compute the constantCn for several values ofn.

4.3 White dwarfs

To understand some of the properties of white dwarfs (WDs) we start by considering the equation of
state for a degenerate, non-relativistic electron gas.

(a) What is the value ofK for such a star? Remember to consider an appropriate value ofthe mean
molecular weight per free electronµe.

(b) Derive how the central densityρc depends on the mass of a non-relativistic WD. Using this with
the result of Exercise 4.2(b), derive a radius-mass relation R= R(M). Interpret this physically.

(c) Use the result of (b) to estimate for which WD masses the relativistic effects would become im-
portant.

(d) Show that the derivation of aR= R(M) relation for the extreme relativistic case leads to a unique
mass, the so-calledChandrasekhar mass. Calculate its value, i.e. derive eq. (4.22).

4.4 Eddington’s standard model

(a) Show that for constantβ the virial theorem leads to

Etot =
β

2
Egr = −

β

2− βEint, (4.26)

for a classical, non-relativistic gas. What happens in the limitsβ→ 1 andβ→ 0?
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(b) Verify eq. (4.25), and show that the corresponding constantK depends onβ and the mean molec-
ular weightµ as

K =
2.67× 1015

µ4/3

(

1− β
β4

)1/3

. (4.27)

(c) Use the results from above and the fact that the mass of ann = 3 polytrope is uniquely determined
by K, to derive the relationM = M(β, µ). This is useful for numerically solving the amount of
radiation pressure for a star with a given mass.
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Chapter 5

Energy transport in stellar interiors

The energy that a star radiates from its surface is generally replenishedfrom sources or reservoirs
located in its hot central region. This represents an outward energy fluxat every layer in the star,
and it requires an effective means of transporting energy through the stellar material. This transfer of
energy is possible owing to a non-zero temperature gradient in the star. While radiation is often the
most important means of energy transport, and its is always present, it is not the only means. In stellar
interiors, where matter and radiation are always in local thermodynamic equilibrium (Chapter 3) and
the mean free paths of both photons and gas particles are extremely small, energy (heat) can be
transported from hot to cool regions in two basic ways:

• Random thermal motions of the particles – either photons or gas particles – by aprocess that
can be calledheat diffusion. In the case of photons, the process is known asradiative diffusion.
In the case of gas particles (atoms, ions, electrons) it is usually calledheat conduction.

• Collective (bulk) motions of the gas particles, which is known asconvection. This is an impor-
tant process in stellar interiors, not only because it can transport energy very efficiently, it also
results in rapid mixing. Unfortunately, convection is one of the least understood ingredients of
stellar physics.

The transport of energy in stars is the subject of this chapter, which will lead us to two additional
differential equations for the stellar structure.

5.1 Local energy conservation

In Chapter 2 we considered the global energy budget of a star, regulated by the virial theorem. We
have still to take into account the conservation of energy on a local scale inthe stellar interior. To do
this we turn to the first law of thermodynamics (Sect. 3.4), which states that the internal energy of a
system can be changed by two forms of energy transfer: heat and work. By δ f we denote a change in
a quantityf occurring in a small time intervalδt. For a gas element of unit mass the first law can be
written as (see eq. 3.47)

δu = δq+
P

ρ2
δρ. (5.1)

The first term is the heat added or extracted, and second term represents the work done on (or per-
formed by) the element. We note that compression (δρ > 0) involves an addition of energy, and
expansion is achieved at the expense of the element’s own energy.

Consider a spherical, Lagrangian shell inside the star of constant mass∆m. Changes in the heat
content of the shell (δQ = δq∆m) can occur due to a number of sources and sinks:
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m

m+dm

l(m+dm)

l(m)

ε dm

Figure 5.1. Energy generation and heat flow into and
out of a spherical mass shell.

• Heat is added by the release of nuclear energy, if available. The rate atwhich nuclear energy
is produced per unit mass and per second is written asǫnuc. The details of nuclear energy
generation will be treated in Chapter 6.

• Heat can be removed by the release of energetic neutrinos, which escape from the stellar interior
without interaction. Neutrinos are released as a by-product of some nuclear reactions, in which
case they are often accounted for inǫnuc. But neutrinos can also be released by weak interaction
processes in very hot and dense plasmas. This type of neutrino production plays a role in late
phases of stellar evolution, and the rate at which these neutrinos take awayenergy per unit mass
is written asǫν.

• Finally, heat is absorbed or emitted according to the balance of heat fluxesflowing into and out
of the shell. We define a new variable, thelocal luminosity l, as the rate at which energy in the
form of heat flows outward through a sphere of radiusr (see Fig. 5.1). In spherical symmetry,
l is related to the radial energy fluxF (in erg s−1 cm−2) as

l = 4πr2 F. (5.2)

Therefore at the surfacel = L while at the centrel = 0. Normally heat flows outwards,
in the direction of decreasing temperature. Thereforel is usually positive, but under some
circumstances (e.g. cooling of central regions by neutrino emission) heatcan flow inwards,
meaning thatl is negative. (We note that the energy flow in the form of neutrinos is treated
separately and isnot included in the definition ofl and of the stellar luminosityL.)

We can therefore write:

δQ = ǫnuc∆mδt − ǫν ∆mδt + l(m) δt − l(m+ ∆m) δt,

with l(m+ ∆m) = l(m) + (∂l/∂m) · ∆m, so that after dividing by∆m,

δq =

(

ǫnuc− ǫν −
∂l
∂m

)

δt. (5.3)

Combining eqs. (5.3) and (5.1) and taking the limitδt → 0 yields:

∂l
∂m
= ǫnuc− ǫν −

∂u
∂t
+

P

ρ2

∂ρ

∂t
(5.4)
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This is the third equation of stellar evolution. The terms containing time derivatives are often com-
bined into a functionǫgr:

ǫgr = −∂u
∂t
+

P

ρ2

∂ρ

∂t

= −T
∂s
∂t

(5.5)

wheres is the specific entropy of the gas. One can then write

∂l
∂m
= ǫnuc− ǫν + ǫgr (5.6)

If ǫgr > 0, energy is released by the mass shell, typically in the case of contraction. If ǫgr < 0, energy
is absorbed by the shell, typically in the case of expansion.

In thermal equilibrium(see Sec. 2.3.2), the star is in a stationary state and the time derivatives
vanish (ǫgr = 0). We then obtain a much simpler stellar structure equation,

dl
dm
= ǫnuc− ǫν. (5.7)

If we integrate this equation over the mass we obtain

L =
∫ M

0
ǫnucdm−

∫ M

0
ǫν dm≡ Lnuc− Lν (5.8)

which defines the nuclear luminosityLnuc and the neutrino luminosityLν. Neglecting the neutrino
losses for the moment, we see that thermal equilibrium implies thatL = Lnuc, that is, energy is
radiated away at the surface at the same rate at which it is produced by nuclear reactions in the
interior. This is indeed what we defined as thermal equilibrium in Sec. 2.3.2.

5.2 Energy transport by radiation and conduction

We have seen that most stars are in a long-lived state of thermal equilibrium, inwhich energy gen-
eration in the stellar centre exactly balances the radiative loss from the surface. What would happen
if the nuclear energy source in the centre is suddenly quenched? The answer is: very little, at least
initially. Photons that carry the energy are continually scattered, absorbed and re-emitted in random
directions. Because stellar matter is veryopaqueto radiation, the photon mean free pathℓph is very
small (typicallyℓph ∼ 1 cm≪ R⊙, see Sect. 3.1). As a result, radiation is trapped within the stellar
interior, and photons diffuse outwards very slowly by a ‘random walk’ process. The time it takes ra-
diation to escape from the centre of the Sun by this random walk process is roughly 107 years, despite
the fact that photons travel at the speed of light (see Exercise 5.1). Changes in the Sun’s luminosity
would only occur after millions of years, on the timescale for radiative energy transport, which you
may recognise as the Kelvin-Helmholtz timescale for thermal readjustment.

We also estimated in Sec. 3.1 that the temperature difference over a distanceℓph is only ∆T ∼
10−4 K. This means that the radiation field is extremely close to black-body radiation with U =

uρ = aT4 (Sec. 3.3.6). Black-body radiation is isotropic and as a result no net energy transport
would take place. However, a small anisotropy is still present due to the tiny relative temperature
difference∆T/T ∼ 10−11. This small anisotropy is enough to carry the entire energy flux in the Sun
(see Exercise 5.1). These estimates show that radiative energy transport in stellar interiors can be
described as a diffusion process. This yields a great simplification of the physical description.
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5.2.1 Heat diffusion by random motions

Fick’s law of diffusion states that, when there is a gradient∇n in the density of particles of a certain
type, the diffusive fluxJ – i.e. the net flux of such particles per unit area per second – is given by

J = −D∇n with D = 1
3ῡℓ. (5.9)

HereD is thediffusion coefficient, which depends on the average particle velocity ¯υ and their mean
free pathℓ. The origin of this equation can be understood as follows.

Consider a unit surface area and particles crossing the surface in either direction. Letz be a
coordinate in the direction perpendicular to the surface. The number of particles crossing in the
positivez direction (say upward) per unit area per second is

dN
dt
= 1

6nῡ,

The factor 1
6 comes from the fact that half of the particles cross the surface in one direction, and

because their motions are isotropic the average velocity perpendicular to thesurface is1
3ῡ (this can

be proven in the same way as the factor1
3 appearing in the pressure integral eq. 3.4). If there is a

gradient in the particle density along thez direction,∂n/∂z, then the particles moving upwards with
mean free pathℓ on average have a densityn(z− ℓ) and those moving down on average have a density
n(z+ ℓ). Therefore the net particle flux across the surface is

J = 1
6ῡn(z− ℓ) − 1

6ῡ n(z+ ℓ) = 1
6ῡ ·

(

− 2ℓ
∂n
∂z

)

= −1
3ῡℓ

∂n
∂z
.

Eq. (5.9) is the generalisation of this expression to three dimensions.
Suppose now that, in addition to a gradient in particle density, there is a gradient in the energy

densityU carried by these particles (e.g. photons or gas particles). Then by analogy, there is a net
flux of energy across the surface, since the particles moving ‘up’ on average carry more energy than
those moving ‘down’. Therefore a gradient in the energy density∇U gives rise to a net energy flux

F = −D∇U, (5.10)

Since a gradient in energy density is associated with a temperature gradient,∇U = (∂U/∂T)V ∇T =
CV ∇T, we can write this as an equation for heat conduction,

F = −K ∇T with K = 1
3ῡℓCV, (5.11)

whereK is theconductivity. This description is valid for all particles in LTE, photons as well as gas
particles.

5.2.2 Radiative diffusion of energy

For photons, we can take ¯υ = c andU = aT4. Hence the specific heat (per unit volume) isCV =

dU/dT = 4aT3. The photon mean free path can be obtained from the equation of radiativetransfer,
which states that the intensityIν of a radiation beam (in a medium without emission) is diminished
over a lengthsby

dIν
ds
= −κνρ Iν, (5.12)

whereκν is the mass absorption coefficient or opacity coefficient (in cm2 g−1) at frequencyν. The
mean free path is the distance over which the intensity decreases by a factorof e, which obviously
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depends on the frequency. If we make a proper average over frequencies (see Sec. 5.2.3), we can
write

ℓph =
1
κρ
. (5.13)

The quantityκ is simply called theopacity. We can then compute the radiative conductivity

Krad =
4
3

acT3

κρ
, (5.14)

such that the radiative energy flux is

Frad = −Krad∇T = −4
3

acT3

κρ
∇T. (5.15)

In spherical symmetric star the flux is related to the local luminosity,Frad = l/4πr2 (eq. 5.2). We can
thus rearrange the equation to obtain the temperature gradient

∂T
∂r
= − 3κρ

16πacT3

l

r2
(5.16)

or when combined with eq. (2.6) for∂r/∂m,

∂T
∂m
= − 3

64π2ac

κl

r4T3
(5.17)

This is the temperature gradient required to carry the entire luminosityl by radiation. It gives the
fourth stellar structure equation, for the case that energy is transportedonly by radiation. A star, or a
region inside a star, in which this holds is said to be inradiative equilibrium, or simplyradiative.

Eq. (5.17) is valid as long asℓph ≪ R, i.e. as long as the LTE conditions hold. This breaks
down when the stellar surface, the photosphere, is approached: this is where the photons escape, i.e.
ℓph ∼> R. Near the photosphere the diffusion approximation is no longer valid and we need to solve
the full, and much more complicated, equations of radiative transfer. This is the subject of the study
of stellar atmospheres. Fortunately, the LTE conditions and the diffusion approximation hold over
almost the entire stellar interior.

In hydrostatic equilibrium, we can combine eqs. (5.17) and (2.13) as follows

dT
dm
=

dP
dm
· dT

dP
= − Gm

4πr4

T
P
· d logT

d logP

so that we can define the dimensionlessradiative temperature gradient

∇rad =

(

d logT
d logP

)

rad
=

3
16πacG

κlP

mT4
(5.18)

This describes the logarithmic variation ofT with depth (where depth is now expressed by thepres-
sure) for a star in HE if energy is transported only by radiation.
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5.2.3 The Rosseland mean opacity

The radiative diffusion equations derived above are independent of frequencyν, since the fluxF is
integrated over all frequencies. However, in general the opacity coefficientκν depends on frequency,
such that theκ appearing in eq. (5.16) or (5.17) must represent a proper average over frequency. This
average must be taken in a particular way.

If Fν dν represents the radiative flux in the frequency interval [ν, ν + dν], then eq. (5.10) must be
replaced by

Fν = −Dν∇Uν = −Dν

∂Uν

∂T
∇T (5.19)

where

Dν =
1
3cℓν =

c
3κνρ

. (5.20)

The energy densityUν in the same frequency interval follows from eq. (3.41),Uν = hν n(ν),

Uν =
8πh

c3

ν3

ehν/kT − 1
(5.21)

which is proportional to the Planck function for the intensity of black-body radiation. The total flux
is obtained by integrating eq. (5.19) over all frequencies,

F = −
[ c
3ρ

∫ ∞

0

1
κν

∂Uν

∂T
dν

]

∇T. (5.22)

This is eq. (5.11) but with conductivity

Krad =
c

3ρ

∫ ∞

0

1
κν

∂Uν

∂T
dν. (5.23)

Comparing with eq. (5.14) shows that the proper average of opacity as it appears in eq. (5.16) or
(5.17) is

1
κ
=

1
4aT3

∫ ∞

0

1
κν

∂Uν

∂T
dν. (5.24)

This is the so-calledRosseland mean opacity. The factor 4aT3 appearing in eq. (5.24) is equal to
∫ ∞
0

(∂Uν/∂T) dν, so that the Rosseland mean can be seen as the harmonic mean ofκν with weighting
function ∂Uν/∂T. (The weighting function has a maximum athν ≈ 4kT, as can be verified by
differentiating eq. (5.21) with respect toT, and subsequently with respect toν.)

We can interpret the Rosseland mean in another way. The integrand of eq.(5.24) also appears in
the expression (5.19) for the monochromatic flux,Fν, when combined with (5.20). The Rosseland
mean therefore favours the frequency range where the flux is large. In other words, 1/κ represents the
averagetransparencyof the stellar gas.

5.2.4 Conductive transport of energy

Collisions between the gas particles (ions and electrons) can also transport heat. Under normal (ideal
gas) conditions, however, the collisional conductivity is very much smaller than the radiative con-
ductivity. The collisional cross sections are typically 10−18− 10−20 cm2 at the temperatures in stellar
interiors, giving a mean free path for collisions that is several orders ofmagnitude smaller thanℓph.
Furthermore the average particle velocity ¯υ =

√
3kT/m ≪ c. So normally we can neglect heat

conduction compared to radiative diffusion of energy.
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However, the situation can be quite different when the electrons become degenerate. In that
case both their velocities increase (their momenta approach the Fermi momentum, see Sec. 3.3.5)
and, more importantly, their mean free paths increase (most of the quantum cells of phase space
are occupied, so an electron has to travel further to find an empty cell andtransfer its momentum).
At very high densities, whenℓe ≫ ℓph, electron conduction becomes a much more efficient way of
transporting energy than radiative diffusion (see Sec. 5.3). This is important for stars in late stages
of evolution with dense degenerate cores and for white dwarfs, in which efficient electron conduction
results in almost isothermal cores.

The energy flux due to heat conduction can be written as

Fcd = −Kcd∇T (5.25)

such that the sum of radiative and conductive fluxes is

F = Frad+ Fcd = −(Krad+ Kcd)∇T. (5.26)

We can define aconductive opacityκcd by analogy with the radiative opacity, if we write the conduc-
tivity in the same form as eq. (5.14),

Kcd =
4acT3

3κcdρ
. (5.27)

Then we can write the combined flux due to radiation and conduction in the same form as the radiative
flux, eq. (5.15),

F = −4acT3

3κρ
∇T with

1
κ
=

1
κrad
+

1
κcd

(5.28)

This result simply means that the transport mechanism with the largest flux will dominate, that is, the
mechanism for which the stellar matter has the highest transparency. Withκ defined as in eq. (5.28),
the stellar structure equation (5.17) also accounts for the effects of conduction, if present.

5.3 Opacity

The opacity coefficientκ appearing in eq. (5.17) determines the flux that can be transported by radia-
tion for a certain temperature gradient, or more to the point, how large the temperature gradient must
be in order to carry a given luminosityl by radiation. Thereforeκ is an important quantity that has a
large effect on the structure of a star.

5.3.1 Sources of opacity

In the following subsections we briefly describe the different physical processes that contribute to the
opacity in stellar interiors, and give some simple approximations.

Electron scattering

An electromagnetic wave that passes an electron causes it to oscillate and radiate in other directions,
like a classical dipole. This scattering of the incoming wave is equivalent to theeffect of absorption,
and can be described by the Thomson cross-section of an electron

σe =
8π
3

( e2

mec2

)2

= 6.652× 10−25 cm2 (5.29)
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The associated opacity coefficient is due to the combined cross-section of all electrons in a unit mass
of gas, which is obtained by dividingσTh by ρ/ne = µemu,

κes=
σe

µemu
= 0.20 (1+ X) cm2/g (5.30)

Since the electron scattering opacity is independent of frequency, this expression also gives the
Rosseland mean. In the last equality we have assumed that the gas is completelyionized so that
µe = 2/(1+ X) (eq. 3.20). Electron scattering is an important opacity source in an ionizedgas that is
not too dense. When the degree of ionization drops (typically whenT ∼< 104 K in hydrogen-rich gas)
the electron density becomes so small that the electron scattering opacity is strongly reduced below
eq. (5.30).

When the photon energy becomes a significant fraction of the rest mass ofthe electron,hν ∼>
0.1mec2, the exchange of momentum between photon and electron must be taken into account (Comp-
ton scattering). This occurs at high temperature, since the Planck functionhas a maximum athν =
4.965kT (Wien’s law), i.e. whenkT ∼> 0.02mec2 or T ∼> 108 K. At such temperatures the electron
scattering opacity is smaller than given by eq. (5.30).

Free-free absorption

A free electron cannot absorb a photon because this would violate momentumand energy conser-
vation. However, if a charged ion is in its vicinity, absorption is possible because of the electro-
magnetic coupling between the ion and electron. Thisfree-free absorptionis the inverse process of
bremsstrahlung, where an electron emits a photon when it passes by and interacts with an ion.

The full derivation of the absorption coefficient for this process is a quantum-mechanical problem.
However, an approximate calculation has been done classically by Kramers. He derived that the
absorption efficiency of such a temporary electron-ion system is proportional toZi

2ν−3, whereZi is
the charge of the ion. To obtain the cross-section of a certain ioni, this has to be multiplied by the
electron densityne and by the time during which the electron and ion will be close enough for the
coupling to occur. This can be estimated from the mean velocity of the electrons, ῡ = (3kT/me)1/2, so
that∆t ∝ 1/ῡ ∝ T−1/2, i.e.σff,i ∝ neT−1/2Zi

2ν−3. The opacity coefficient follows by multiplying the
cross section byni/ρ, whereni is the ion number density, and summing over all ions in the mixture:

κν,ff ∝
ne

ρ

∑

i

ni Zi
2 T−1/2 ν−3.

In a completely ionized gas,ne/ρ = 1/(µemu) = (1+X)/2mu. Following Sec. 3.3.3, the sum over ions
can be written as

∑

i niZi
2 = (ρ/mu)

∑

i (XiZi
2/Ai) = (ρ/mu) (X+Y+ B), whereB =

∑

i>2 (XiZi
2/Ai) is

the contribution of elements heavier than helium. As long as their abundance is small, one can take
X + Y+ B ≈ 1 to a reasonable approximation.

When we take the Rosseland mean, the factorν−3 becomes a factorT−3 (this can be verified by
performing the integration of eq. 5.24 withκν ∝ ν−α, see Exercise 5.2). We thus obtain

κff ∝ ρT−7/2. (5.31)

An opacity law of this form is calledKramers opacity. Putting in the numerical factors and the
compositional dependence for an ionized gas, the following approximate expression is obtained,

κff ≈ 3.8× 1022 (1+ X) ρT−7/2 cm2/g. (5.32)

N.B. This formula should be used with caution: it can give some insight in simplifying approaches
but should not be used in serious applications. One omission is a correctionfactor for quantum-
mechanical effects, the so-called Gaunt factorgff.
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Bound-free and bound-bound absorption

Bound-free absorption is the absorption of a photon by a bound electronwhereby the photon energy
exceeds the ionization energyχ of the ion or atom. Computing the opacity due to this process requires
carefully taking into account the atomic physics of all the ions and atoms present in the mixture, and
is thus very complicated. Classical considerations, similar to those for free-free absorption, show that
the frequency dependence is again∝ ν−3, as long ashν > χion. Therefore, in rough approximation the
total bound-free opacity is also of the Kramers form. A very approximate formula is

κbf ≈ 4.3× 1025 (1+ X)Z ρT−7/2 cm2/g. (5.33)

Again one should use this formula with caution. It should certainly not be applied for T ∼< 104 K
because most of the photons are not energetic enough to ionize the electrons, while at very highT
most species are fully ionized so the bound-free opacity is smaller than eq. (5.33) suggests. Keeping
these limitations in mind, the bound-free opacity is seen to depend directly on the metallicity Z. One
thus has, very approximately,κbf ≈ 103Z×κff. We may thus expect bound-free absorption to dominate
over free-free absorption forZ ∼> 10−3.

Bound-bound absorption is related to photon-induced transitions betweenbound states in atoms or
ions. Although this is limited to certain transition frequencies, the process can be efficient because the
absorption lines are strongly broadened by collisions. Again, the computation of opacity is complex
because one has to include a detailed treatment of line profiles under a wide variety of conditions.
Bound-bound absorption is mainly important forT ∼< 106 K, at higher temperatures its contribution
to the total opacity is small.

The negative hydrogen ion

An important source of opacity in relatively cool stars (e.g. in the solar atmosphere) is formed by
bound-free absorption of the negative hydrogen ion H−. Neutral hydrogen is easily polarized by a
nearby charge and can then form a bound state with another electron, withan ionization potential of
0.75 eV. The resulting H− is very fragile and is easily ionized at temperatures of a few thousand K.
However, to make the ion requires the presence of both neutral hydrogen and free electrons. The free
electrons come mainly from singly ionized metals such as Na, K, Ca or Al. The resulting opacity
is therefore sensitive to metallicity and to temperature. A very approximate formula in the range
T ∼ (3− 6)× 103 K, ρ ∼ (10−10− 10−5) g/cm3 and 0.001< Z < 0.02 is

κH− ≈ 2.5× 10−31
( Z
0.02

)

ρ1/2 T9 cm2/g (5.34)

At very low metal abundance and/or T ∼< 3000 K the H− opacity becomes ineffective. AtT ∼> 104 K
most of the H− has disappeared and the Kramers opacity and electron scattering take over.

Molecules and dust

In cool stars withTeff ∼< 4000 K opacity sources arising from molecules and (at even lower temper-
atures) dust grains become dominant. Here one has to deal with complicated molecular chemistry
and dust formation processes, which still contains a lot of uncertainty. When dust grains form, at
T ∼< 1500 K, they are very effective absorbers in the outer atmospheres of very cool stars.

Conductive opacities

As we saw in Sec. 5.2.4, energy transport by means of heat conduction can also be described by means
of a conductive opacity coefficient κcd. Under ideal gas conditions, conduction is very inefficient
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compared to radiative transport of energy (κcd ≫ κrad). Therefore we only need to consider the case
of a degenerate electron gas. In this case the following approximation holds

κcd ≈ 4.4× 10−3
∑

i Zi
5/3Xi/Ai

(1+ X)2

(T/107 K)2

(ρ/105 g/cm3)2
cm2/g. (5.35)

At high densities and low temperatures, the conductive opacity becomes very small because of the
large electron mean free path in a highly degenerate gas. This is why degenerate stellar regions are
highly conductive and rapidly become isothermal.

5.3.2 A detailed view of stellar opacities

In general,κ = κ(ρ,T,Xi) is a complicated function of density, temperature and composition. While
certain approximations can be made, as in the examples shown above, these are usually too simplified
and inaccurate to apply in detailed stellar models. An additional complication is thatthe Rosseland
mean opacity (eq. 5.24) is not additive: the opacity of a mixture of gases is not simply equal to the sum
of the opacities of its components. Instead, one first has to add the frequency-dependent opacities,
κν =

∑

i Xiκν,i and then integrate overν to calculate the Rosseland mean.
In practical stellar structure calculations one usually interpolates in pre-computed opacity tables,

e.g. as calculated in the 1990s by the OPAL project. An example is shown in Fig.5.2 for a quasi-solar
mixture of elements. One may recognize the various regions in the density-temperature plane where
one of the processes discussed above dominates. At low density and hightemperature,κ has a constant
value given by electron scattering. Opacity increases towards higherρ and lowerT due to free-free
and bound-free absorptions. ForT < 104 K opacity decreases drastically due to recombination of
hydrogen, the main opacity source here is the H− ion. At lower temperatures still,κ rises again
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Figure 5.2. Rosseland mean opacities as a function ofT andρ, for a mixture of elements representative of solar
abundances (X = 0.7,Z = 0.02), calculated by the OPAL project for high temperatures and by J. Ferguson for
low temperatures (logT < 3.8). The left panel shows curves of logκ (in cm2/g) versus temperature for several
values of the density, labelled by the value of logρ (in g/cm3). The right panel shows contour lines of constant
logκ in theρ-T plane, in steps of 1.0 between−4 and 5, over the region in temperature and density for which
the radiative opacity has been calculated. The thick lines are detailed structure models for main-sequence stars
of 1, 10 and 100M⊙, as in Fig. 3.4.
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due to molecules and dust formation. Finally, at very high density the opacity isdominated by the
conductivity of degenerate electrons and decreases strongly with increasingρ (just visible in the upper
right corner of Fig. 5.2). It should be clear that there is much more structure in the functionκ(ρ,T)
than in the simple power-law approximations, such as the Kramers law. The manyridges and bumps
show that the Kramers law is a rather poor approximation of the actual opacity.

For comparison, interior structure models for main-sequence stars of different masses are also
shown. The opacity in the interior of a 1M⊙ star is dominated by free-free and bound-free absorption,
and is very high (up to 105 cm2/g) in the envelope, at temperatures between 104 and 105 K. In the
surface layers the opacity rapidly decreases due to the H− opacity. More massive stars are located
at lower densities than the Sun, and generally have much lower opacities in their envelopes. In the
most massive stars the opacity is dominated by electron scattering, at lowρ and highT. However,
even here one has to deal with additional opacity bumps, most prominently the one due to bound-free
transitions of Fe at logT ≈ 5.3.

Note that the chemical composition, in particular the metallicityZ, can have a large effect onκ.
This provides the most important influence of composition on stellar structure.

5.4 The Eddington luminosity

We have seen that radiative transport of energy inside a star requiresa temperature gradient dT/dr,
the magnitude of which is given by eq. (5.16). SincePrad =

1
3aT4, this means there is also a gradient

in the radiation pressure:

dPrad

dr
= −4

3
aT3dT

dr
= − κρ

4πc
l

r2
. (5.36)

This radiation pressure gradient represents an outward force due to the net flux of photons outwards.
Of course, for a star in hydrostatic equilibrium this outward radiation forcemust be smaller than the
inward force of gravity, as given by the pressure gradient necessary for HE, eq. (2.12). In other words,
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This gives an upper limit to the local luminosity, which is known as the (local)Eddington luminosity,

l <
4πcGm
κ

= lEdd. (5.37)

This is the maximum luminosity that can be carried by radiation, inside a star in hydrostatic equilib-
rium.

The inequality expressed by eq. (5.37) can be violated in the case of a very large heat flux (largel),
which may result from intense nuclear burning, or in the case of a very high opacityκ. As we saw in
Sec. 5.3, high opacities are encountered at relatively low temperatures, near the ionization temperature
of hydrogen and helium (and for example in the outer layers of the Sun). In such cases hydrostatic
equilibrium (eq. 2.13) and radiative equilibrium (eq. 5.17) cannot hold simultaneously. Therefore, if
the star is to remain in HE, energy must be transported by a different means than radiative diffusion.
This means of transport isconvection, the collective motion of gas bubbles that carry heat and can
distribute it efficiently. We shall consider convection in detail in Sec. 5.5. It will turn out that eq. (5.37)
is a necessary, but not a sufficient condition for a region of a star to be stable against convection.

The surface layer of a star is always radiative, since it is from here that energy escapes the star in
the form of photons. Applying eq. (5.37) at the surface of the star (m= M) we get

L < LEdd =
4πcGM

κ
, (5.38)
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whereκ is the opacity in the photosphere. Violation of this condition now means violation ofhy-
drostatic equilibrium: matter is accelerated away from the star by the photon pressure, giving rise to
violent mass loss. The Eddington luminosity expressed by eq. (5.38) is a critical stellar luminosity
that cannot be exceeded by a star in hydrostatic equilibrium. If we assumeκ to be approximately
constant (in very luminous main-sequence stars the opacity is dominated by electron scattering, so
this is not a bad assumption) thenLEdd is only dependent onM. It can be expressed as follows

LEdd = 3.8× 104
(

M
M⊙

)(

0.34 cm2/g
κ

)

L⊙. (5.39)

The value of 0.34 cm2/g corresponds to the electron scattering opacity forX = 0.7.
Since LEdd is proportional toM, while stars (at least on the main sequence) follow a mass-

luminosity relationL ∝ Mx with x > 1 (Sec. 1.1.2), this implies that for stars of increasing mass
L will at some point exceedLEdd. Hence, we can expect amaximum massto exist for main-sequence
stars. Note that the existence of a steep mass-luminosity relation (withx ≈ 3) can be derived directly
for stars in which energy transport occurs by radiation (see Exercise5.3, and also Sec. 7.4), without
having to assume anything about how energy is generated.

5.5 Convection

For radiative diffusion to transport energy outwards, a certain temperature gradient is needed, given
by eq. (5.16) or eq. (5.17). The larger the luminosity that has to be carried, the larger the temperature
gradient required. There is, however, an upper limit to the temperature gradient inside a star – if this
limit is exceeded an instability in the gas sets in. This instability leads to cyclic macroscopic motions
of the gas, known asconvection. Convection can be regarded as a type of dynamical instability,
although (as we shall see later in this section) it does not have disruptive consequences. In particular,
it does not lead to an overall violation of hydrostatic equilibrium. Convection affects the structure of
a star only as an efficient means of heat transport and as an efficient mixing mechanism.

In Sec. 5.4 we already derived an upper limit to the luminosity that can be transported by radiation.
We will now derive a more stringent criterion for convection to occur, based on considerations of
dynamical stability.

5.5.1 Criteria for stability against convection

So far we have assumed strict spherical symmetry in our description of stellar interiors, i.e. assuming
all variables are constant on concentric spheres. In reality there will besmall fluctuations, arising
for example from the thermal motions of the gas particles. If these small perturbations do not grow
they can safely be ignored. However, if the perturbations do grow they can give rise to macroscopic
motions, such as convection. We therefore need to consider thedynamical stabilityof a layer inside a
star against such perturbations.

Consider a mass element that, due to a small perturbation, is displaced upwards by a small distance
as depicted in Fig. 5.3. At its original position (at radiusr) the density and pressure areρ1 andP1,
and at its new position (r + ∆r) the ambient density and pressure areρ2 and P2. Since pressure
decreases outwards,P2 < P1 and the gas element will expand to restore pressure equilibrium with its
surroundings. Hence the pressure of the gas element at position 2 isPe = P2, but its new density after
expansionρe is not necessarily equal toρ2. If ρe > ρ2, the gas element will experience a net buoyancy
force downwards (by Archimedes’ law), which pushes it back towardsits original position. Then the
small perturbation is quenched, and the situation is stable. On the other hand,if ρe < ρ2 then there is
a net buoyancy force upwards and we have anunstablesituation that leads to convection.

64



2ρ2 P

ρ P11ρ P11

e P = Pρ 2e

e

eρ  < ρ2

ρ  > ρ2

adiabatic
expansion

upward displacement

ρ

P P log P

log ρ

1

e

2 1

ρ
ρ2,u

ρ2,s

S

ad

U

S: stable gradient
U: unstable gradient

Figure 5.3. Schematic illustration of the Schwarzschild criterion forstability against convection. A gas
element is perturbed and displaced upwards from position 1 to position 2, where it expands adiabatically to
maintain pressure equilibrium with its surroundings. If its density is larger than the ambient density, it will
sink back to its original position. If its density is smaller, however, buoyancy forces will accelerate it upwards:
convection occurs. On the right the situation is shown in a density-pressure diagram. A layer is stable against
convection if the density varies more steeply with pressurethan for an adiabatic change.

The expansion of the gas element as it rises over∆r occurs on the local dynamical timescale (i.e.
with the speed of sound), which is typically much shorter than the local timescalefor heat exchange,
at least in the deep interior of the star. The displacement and expansion ofthe gas element will
therefore be very close to adiabatic. We have seen in Sec. 3.4 that the adiabatic exponentγad defined
by eq. (3.56) describes the logarithmic response of the pressure to an adiabatic change in the density.
Writing asδρe andδPe the changes in the density and pressure of the element when it is displaced
over a small distance∆r, we therefore have

δPe

Pe
= γad

δρe

ρe
. (5.40)

HereδPe is determined by the pressure gradient dP/dr inside the star becausePe = P2, i.e. δPe =

P2 − P1 = (dP/dr)∆r. Therefore the change in densityδρe follows from eq. (5.40)

δρe =
ρe

Pe

1
γad

dP
dr
∆r. (5.41)

We can writeρe = ρ1 + δρe andρ2 = ρ1 + (dρ/dr)∆r, where dρ/dr is the density gradient inside the
star. We can then express the criterion for stability against convection,ρe > ρ2, as

δρe >
dρ
dr
∆r, (5.42)

which combined with eq. (5.41) yields an upper limit to the density gradient for which a layer inside
the star is stable against convection,

1
ρ

dρ
dr

<
1
P

dP
dr

1
γad

, (5.43)

where we have replacedPe andρe by P andρ, since the perturbations are assumed to be very small.
Remember, however, that both dρ/dr and dP/dr are negative. Therefore, in absolute value the sign
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of eq. (5.43) reverses, which means that the density gradient must besteeperthan a critical value,
determined byγad. If we divide (5.43) by dP/dr we obtain the general criterion for stability against
convection, which is depicted on the right-hand side in Fig. 5.3,

d logρ
d logP

>
1
γad

. (5.44)

If condition (5.44) is violated then convective motions will develop. Gas bubbles that, due to
a small perturbation, are slightly hotter than their surroundings will move up, transporting their heat
content upwards until they are dissolved. Other bubbles may be slightly cooler than their environment,
these will move down and have a smaller heat content than their surroundings. When these bubbles
finally dissolve, they absorb heat from their surroundings. Therefore, both the upward and downward
moving convective bubbles effectively transport heat in the upward direction. Hence there is anet
upward heat flux, even though there is no net mass flux, since upward and downward moving bubbles
carry equal amounts of mass. This is the principle behind convective heattransport.

The Schwarzschild and Ledoux criteria

The stability criterion (5.44) is not of much practical use, because it involves computation of a density
gradient which is not part of the stellar structure equations. We would rather have a criterion for the
temperature gradient, because this also appears in the equation for radiative transport. We can rewrite
eq. (5.44) in terms of temperature by using the equation of state. We write the equation of state in its
general, differential form (eq. 3.48) but now also take into account a possible variation in composition.
If we characterize the composition by the mean molecular weightµ thenP = P(ρ,T, µ) and we can
write

dP
P
= χT

dT
T
+ χρ

dρ
ρ
+ χµ

dµ
µ
, (5.45)

with χT andχρ defined by eqs. (3.49) and (3.50), andχµ is defined as

χµ =

(

∂ logP
∂ logµ

)

ρ,T
. (5.46)

For an ideal gasχµ = −1. With the help of eq. (5.45) we can write the variation of density with
pressure through the star as

d logρ
d logP

=
1
χρ

(

1− χT
d logT
d logP

− χµ
d logµ
d logP

)

=
1
χρ

(1− χT∇ − χµ∇µ). (5.47)

Here we have introduced, by analogy with eq. (5.18), the symbols∇ ≡ d logT/d logP and∇µ ≡
d logµ/d logP. These quantities represent the actual gradients of temperature and of mean molecular
weight through the star, regardingP as the variable that measures depth. In the displaced gas element
the composition does not change, and from eq. (3.63) we can write

1
γad
=

1
χρ

(1− χT∇ad),

so that the stability criterion (5.44) becomes

∇ < ∇ad−
χµ

χT
∇µ. (5.48)
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If all the energy is transported by radiation then∇ = ∇rad as given by eq. (5.18). Hence we can replace
∇ by∇rad in eq. (5.48) and thus arrive at theLedoux criterionwhich states that a layer is stable against
convection if

∇rad < ∇ad−
χµ

χT
∇µ (Ledoux) (5.49)

In chemically homogeneous layers∇µ = 0 and eq. (5.49) reduces to the simpleSchwarzschild crite-
rion for stability against convection1

∇rad < ∇ad (Schwarzschild) (5.50)

N.B. Note the difference in meaning of the various∇ symbols appearing in the above criteria:∇rad

and∇µ represent aspatialgradient of temperature and mean molecular weight, respectively. On the
other hand,∇ad represents the adiabatic temperature variation in a specific gas element undergoing a
change in pressure.

For an ideal gas (χT = 1,χµ = −1) the Ledoux criterion reduces to

∇rad < ∇ad+ ∇µ. (5.51)

The mean molecular weight normally increases inwards, because in deeperlayers nuclear reactions
have produced more and more heavy elements. Therefore normally∇µ ≥ 0, so that according to the
Ledoux criterion a composition gradient has a stabilizing effect. This is plausible because an upwards
displaced element will then have a higherµ than its surroundings, so that even when it is hotter than
its new environment (which would make it unstable according to the Schwarzschild criterion) it has a
higher density and the buoyancy force will push it back down.

Occurrence of convection

According to the Schwarzschild criterion, we can expect convection to occur if

∇rad =
3

16πacG
P

T4

κl
m
> ∇ad. (5.52)

This requires one of following:

• A large value ofκ, that is, convection occurs in opaque regions of a star. Examples are the
outer envelope of the Sun (see Fig. 5.2) and of other cool stars, because opacity increases with
decreasing temperature. Since low-mass stars are cooler than high-mass stars, we may expect
low-mass stars to have convective envelopes.

• A large value ofl/m, i.e. regions with a large energy flux. We note that towards the centre of a
starl/m≈ ǫnuc by eq. (5.4), so that stars with nuclear energy production that is stronglypeaked
towards the centre can be expected to have convective cores. We shallsee that this is the case
for relatively massive stars.

1We can relate the convection criterion to the Eddington limit derived in Sec. 5.4. By writing ∇rad in terms ofl, lEdd

(defined in eq. 5.37) andPrad = (1− β)P we can rewrite the Schwarzschild criterion for stability as

l < 4(1− β)∇ad lEdd

(see Exercise 5.6). Forβ > 0 and∇ad > 0.25 we see that convection already sets in before the Eddington limit is reached.
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Figure 5.4. The variation of∇ad (red, solid line) and∇rad (blue, dashed line) with radius in two detailed
stellar models of 1M⊙ and 4M⊙ at the start of the main sequence. The solar-mass model has a very large
opacity in its outer layers, resulting in a large value of∇rad which gives rise to a convective envelope where
∇rad > ∇ad (indicated by gray shading). On the other hand, the 4M⊙ model has a hotter outer envelope with
lower opacity so that∇rad stays small. The large energy generation rate in the centre now results in a large∇rad

and a convective core extending over the inner 0.4R⊙. In both models∇ad ≈ 0.4 since the conditions are close
to an ideal gas. In the surface ionization zones, however,∇ad < 0.4 and a thin convective layer appears in the
4 M⊙ model.

• A small value of∇ad, which as we have seen in Sec. 3.5 occurs in partial ionization zones at
relatively low temperatures. Therefore, even if the opacity is not very large, the surface layers
of a star may be unstable to convection. It turns out that stars of all masseshave shallow surface
convection zones at temperatures where hydrogen and helium are partially ionized.

These effects are illustrated in Fig. 5.4.

5.5.2 Convective energy transport

We still have to address the question how much energy can be transported by convection and, related
to this, what is the actual temperature gradient∇ inside a convective region. To answer these questions
properly requires a detailed theory of convection, which to date remains a very difficult problem in
astrophysics that is still unsolved. Even though convection can be simulatednumerically, this requires
solving the equations of hydrodynamics in three dimensions over a huge range of length scales and
time scales, and of pressures, densities and temperatures. Such simulationsare therefore very time-
consuming and still limited in scope, and cannot be applied in stellar evolution calculations. We have
to resort to a very simple one-dimensional ‘theory’ that is based on roughestimates, and is known as
themixing length theory(MLT).

In the MLT one approximates the complex convective motions by blobs of gas that travel up or
down over a radial distanceℓm (the mixing length), after which they dissolve in their surroundings
and lose their identity. As the blob dissolves it releases its excess heat to its surroundings (or, in the
case of a downward moving blob, it absorbs its heat deficit from its surroundings). The mixing length
ℓm is an unknown free parameter in this very schematic model. One presumes thatℓm is of the order
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of the local pressure scale height, which is the radial distance over whichthe pressure changes by an
e-folding factor,

HP =

∣

∣

∣

∣

∣

∣

dr
d lnP

∣

∣

∣

∣

∣

∣

=
P
ρg
. (5.53)

The last equality holds for a star in hydrostatic equilibrium. The assumption thatℓm ∼ HP is not
unreasonable considering that a rising gas blob will expand. Supposingthat in a convective region in
a star, about half of a spherical surface area is covered by rising blobs and the other half by sinking
blobs, the expanding rising blobs will start covering most of the surface area after rising over one or
two pressure scale heights.

The convective energy flux

Within the framework of MLT we can calculate the convective energy flux, and the corresponding
temperature gradient required to carry this flux, as follows. After rising over a radial distanceℓm the
temperature difference between the gas element (e) and its surroundings (s) is

∆T = Te− Ts =

[(

dT
dr

)

e
− dT

dr

]

ℓm = ∆

(

dT
dr

)

ℓm.

Here dT/dr is the ambient temperature gradient, (dT/dr)e is the variation of temperature with radius
that the element experiences as it rises and expands adiabatically, and∆(dT/dr) is the difference
between these two. We can write∆T in terms of∇ and∇ad by noting that

dT
dr
= T

d lnT
dr
= T

d lnT
d lnP

d lnP
dr
= − T

HP
∇ and

(

dT
dr

)

e
= − T

HP
∇ad,

noting that the ‘−’ sign appears because dP/dr < 0 in eq. (5.53). Hence

∆T = T
ℓm

HP
(∇ − ∇ad). (5.54)

The excess of internal energy of the gas element compared to its surroundings is∆u = cP∆T per
unit mass. If the convective blobs move with an average velocityυc, then the energy flux carried by
the convective gas elements is

Fconv = υc ρ∆u = υc ρcP∆T (5.55)

We therefore need an estimate of the average convective velocity. If the difference in density between
a gas element and its surroundings is∆ρ, then the buoyancy force will give an acceleration

a = −g
∆ρ

ρ
≈ g
∆T
T
,

where the last equality is exact for an ideal gas for whichP ∝ ρT and∆P = 0. The blob is accelerated
over a distanceℓm, i.e. for a timet given byℓm =

1
2at2. Therefore its average velocity isυc ≈ ℓm/t =

√

1
2ℓma, that is

υc ≈
√

1
2ℓmg

∆T
T
≈

√

ℓm
2g

2HP
(∇ − ∇ad). (5.56)

Combining this with eq. (5.55) gives

Fconv = ρcPT

(

ℓm

HP

)2
√

1
2gHP (∇ − ∇ad)

3/2. (5.57)

The above two equations relate the convective velocity and the convectiveenergy flux to the so-called
superadiabaticity∇−∇ad, the degree to which the actual temperature gradient∇ exceeds the adiabatic
value.
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Estimate of the convective temperature gradient

Which value of∇−∇ad is required to carry the whole energy flux of a star by convection, i.e.Fconv =

l/4πr2? To make a rough estimate, we take typical values for the interior making use ofthe virial
theorem and assuming an ideal gas:

ρ ≈ ρ̄ = 3M

4πR3
T ≈ T̄ ∼ µ

R
GM
R

cP =
5
2
R
µ

√

gHP =

√

P
ρ
=

√

R
µ

T ∼
√

GM
R

noting that the last expression is also approximately equal to the average speed of soundυs in the
interior. We then obtain, neglecting factors of order unity,

Fconv ∼
M

R3

(

GM
R

)3/2

(∇ − ∇ad)
3/2. (5.58)

If we substituteFconv = l/4πr2 ∼ L/R2 then we can rewrite the above to

∇ − ∇ad ∼
(

LR
M

)2/3
R

GM
(5.59)

Putting in typical numbers, i.e. solar luminosity, mass and radius, we obtain the following rough
estimate for the superadiabaticity in the deep interior of a star like the Sun

∇ − ∇ad ∼ 10−8

Convection is so efficient at transporting energy that only a tiny superadiabaticity is required.This
means thatFconv ≫ Frad in convective regions. A more accurate estimate yields∇ − ∇ad ∼ 10−5 −
10−7, which is still a very small number. We can conclude that in the deep stellar interior the actual
temperature stratification is nearly adiabatic, and independent of the details of the theory. Therefore
a detailed theory of convection is not needed for energy transport by convection and we can simply
take

dT
dm
= − Gm

4πr4

T
P
∇ with ∇ = ∇ad. (5.60)

However in the outermost layers the situation is different, becauseρ ≪ ρ̄ andT ≪ T̄. Therefore
Fconv is much smaller and the superadiabaticity becomes substantial (∇ > ∇ad). The actual tem-
perature gradient then depends on the details of the convection theory. Within the context of MLT,
the T-gradient depends on the assumed value ofαm = ℓm/HP. In practice one often calibrates de-
tailed models computed with different values ofαm to the radius of the Sun and of other stars with
well-measured radii. The result of this procedure is that the best match is obtained forαm ≈ 1.5–2.

As the surface is approached, convection becomes very inefficient at transporting energy. Then
Fconv≪ Frad so that radiation effectively transports all the energy, and∇ ≈ ∇rad despite convection
taking place. These effects are shown in Fig. 5.5 for a detailed solar model.

5.5.3 Convective mixing

Besides being an efficient means of transporting energy, convection is also a very efficient mixing
mechanism. We can see this by considering the average velocity of convective cells,eq. (5.56), and
takingℓm ≈ HP and

√
gHP ≈ υs, so that

υc ≈ υs

√

∇ − ∇ad. (5.61)
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Figure 5.5. The variation of∇ad (red, solid line) and∇rad (blue, dashed line) in the same detailed model of 1M⊙
as shown in Fig. 5.4, but now plotted against logP rather than radius to focus on the outermost layers (where
the pressure gradient is very large). The thick green line shows the actual temperature gradient∇. The partial
ionization zones are clearly visible as depressions in∇ad (compare to Fig. 3.5b). The convection zone stretches
from logP ≈ 14 to 5 (indicated by a gray bar along the bottom). In the deep interior (for logP > 8) convection
is very efficient and∇ = ∇ad. Higher up, at lower pressures, convection becomes less andless efficient at
transporting energy and requires a largerT-gradient,∇ > ∇ad. In the very outer part of the convection zone
convection is very inefficient and∇ ≈ ∇rad.

Because∇−∇ad is only of the order 10−6 in the deep interior, typical convective velocities are strongly
subsonic, by a factor∼ 10−3, except in the very outer layers where∇ − ∇ad is substantial. This is
the main reason why convection has no disruptive effects, and overall hydrostatic equilibrium can be
maintained in the presence of convection.

By substituting into eq. (5.61) rough estimates for the interior of a star, i.e.υs ∼
√

GM/R and
eq. (5.59) for∇ − ∇ad, we obtainυc ∼ (LR/M)1/3 ≈ 5 × 103 cm/s for a star like the Sun. These
velocities are large enough to mix a convective region on a small timescale. We can estimate the
timescale on which a region of radial sized = qR is mixed asτmix ≈ d/υc ∼ q(R2M/L)1/3, which
is ∼ q × 107 sec for solar values. Depending on the fractional extentq of a convective region, the
convective mixing timescale is of the order of weeks to months. Henceτmix ≪ τKH ≪ τnuc, so that
over a thermal timescale, and certainly over a nuclear timescale, a convective region inside a star will
be mixed homogeneously. (Note that convective mixing remains very efficient in the outer layers of a
star, even though convection becomes inefficient at transporting energy.)

This has important consequences for stellar evolution, which we will encounter in future chapters.
Briefly, the large efficiency of convective mixing means that:

• A star in which nuclear burning occurs in aconvective corewill homogenize the region in-
side the core by transporting burning ashes (e.g. helium) outwards and fuel (e.g. hydrogen)
inwards. Such a star therefore has a larger fuel supply and can extend its lifetime compared to
the hypothetical case that convection would not occur.

• A star with a deepconvective envelope, such that it extends into regions where nuclear burning
has taken place, will mix the burning products outwards towards the surface. This process
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(often called ‘dredge-up’), which happens when stars become red giants, can therefore modify
the surface composition, and in such a star measurements of the surface abundances provide a
window into nuclear processes that have taken place deep inside the star.

Composition changes inside a star will be discussed in the next chapter.

5.5.4 Convective overshooting

To determine the extent of a region that is mixed by convection, we need to lookmore closely at what
happens at the boundary of a convective zone. According to the Schwarzschild criterion derived in
Sec. 5.5.1, in a chemically homogeneous layer this boundary is located at the surface where∇rad =

∇ad. At this point the acceleration due to the buoyancy force,a ≈ g(∇ − ∇ad), vanishes. Just outside
this boundary, the acceleration changes sign and a convective bubble will be strongly braked – even
more so when the non-mixed material outside the convective zone has a lowerµ and hence a lower
density. However, the convective eddies have (on average) a non-zero velocity when they cross the
Schwarzschild boundary, and willovershootby some distance due to their inertia. A simple estimate
of this overshooting distance shows that it should be much smaller than a pressure scale height, so that
the Schwarzschild criterion should determine the convective boundary quite accurately. However the
convective elements also carry some heat and mix with their surroundings, so that both|∇ − ∇ad| and
theµ-gradient decrease. Thus also the effective buoyancy force that brakes the elements decreases,
and a positive feedback loop can develop that causes overshooting elements to penetrate further and
further. This is a highly non-linear effect, and as a result the actual overshooting distance is very
uncertain and could be substantial.

Convective overshooting introduces a large uncertainty in the extent of mixed regions, with im-
portant consequences for stellar evolution. A convectively mixed core that is substantially larger will
generate a larger fuel supply for nuclear burning, and thus affects both the hydrogen-burning lifetime
and the further evolution of a star. In stellar evolution calculations one usually parametrizes the effect
of overshooting by assuming that the distancedov by which convective elements penetrate beyond the
Schwarzschild boundary is a fixed fraction of the local pressure scaleheight,dov = αovHP. Hereαov

is a free parameter, that can be calibrated against observations (see Chapter 9).

Suggestions for further reading

The contents of this chapter are also covered by Chapters 3, 5 and 8 of Maeder, by Chapters 4, 5, 7
and 17 of Kippenhahn and by Chapters 4 and 5 of Hansen.

Exercises

5.1 Radiation transport

The most important way to transport energy form the interiorof the star to the surface is by radiation,
i.e. photons traveling from the center to the surface.

(a) How long does it typically take for a photon to travel fromthe center of the Sun to the surface?
[Hint: estimate the mean free path of a photon in the central regions of the Sun.] How does this
relate to the thermal timescale of the Sun?
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(b) Estimate a typical value for the temperature gradient dT/dr. Use it to show that the difference in
temperature∆T between to surfaces in the solar interior one photon mean free pathℓph apart is

∆T = ℓph
dT
dr
≈ 2× 10−4 K.

In other words the anisotropy of radiation in the stellar interior is very small. This is why radiation
in the solar interior is close to that of a black body.

(c) Verify that a gas element in the solar interior, which radiates as a black body, emits≈ 6 ×
1023 erg cm−2 s−1.

If the radiation field would be exactly isotropic, then the same amount of energy would radiated
into this gas element by the surroundings and so there would be no net flux.

(d) Show that the minute deviation from isotropy between twosurfaces in the solar interior one photon
mean free path apart atr ∼ R⊙/10 andT ∼ 107 K, is sufficient for the transfer of energy that results
in the luminosity of the Sun.

(e) Why does the diffusion approximation for radiation transport break down when the surface (pho-
tosphere) of a star is approached?

5.2 Opacity

(a) Identify the various processes contributing to the opacity as shown in Fig. 5.2, and theT andρ
ranges where they are important.

(b) Compare the opacity curve for logρ = −6 in the left panel of Fig. 5.2 to the approximations given
in Sec. 5.3.1 for (1) electron scattering, (2) free-free absorption, (3) bound-free absorption and (4)
the H− ion. How well do these approximations fit the realistic opacity curve?

(c) Calculate (up to an order of magnitude) the photon mean free path in a star of 1M⊙ at radii where
the temperature is 107 K, 105 K and 104 K, using the right panel of Fig. 5.2.

(d) Suppose that the frequency-dependent opacity coefficient has the formκν = κ0ν
−α. Show that the

Rosseland mean opacity depends on the temperature asκ ∝ T−α.

5.3 Mass-luminosity relation for stars in radiative equilibrium

Without solving the stellar structure equations, we can already derive useful scaling relations. In this
question you will use the equation for radiative energy transport with the equation for hydrostatic equi-
librium to derive a scaling relation between the mass and theluminosity of a star.

(a) Derive how the central temperature,Tc, scales with the mass,M, radius,R, and luminosity,L,
for a star in which the energy transport is by radiation. To dothis, use the stellar structure equa-
tion (5.16) for the temperature gradient in radiative equilibrium. Assume thatr ∼ R and that the
temperature is proportional toTc, l ∼ L and estimating dT/dr ∼ −Tc/R.

(b) Derive howTc scales withM andR, using the hydrostatic equilibrium equation, and assumingthat
the ideal gas law holds.

(c) Combine the results obtained in (a) and (b), to derive howL scales withM andR for a star whose
energy transport is radiative.

You have arrived at a mass-luminosity relation without assuming anything about how the energy is
produced, only about how it istransported(by radiation). It shows that the luminosity of a star isnot
determined by the rate of energy production in the centre, but by how fast it can be transported to the
surface!

(d) Compare your answer to the relation betweenM and L which you derived from observations
(Exercise 1.3). Why does the derived power-law relation start to deviate from observations for low
mass stars? Why does it deviate for high mass stars?
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5.4 Conceptual questions: convection

(a) Why does convection lead to a net heat flux upwards, even though there is no net mass flux
(upwards and downwards bubbles carry equal amounts of mass)?

(b) Explain the Schwarzschild criterion
(

d ln T
d ln P

)

rad

>

(

d ln T
d ln P

)

ad

in simple physical terms (using Archimedes law) by drawing aschematic picture . Consider both
cases∇rad > ∇ad and∇rad < ∇ad. Which case leads to convection?

(c) What is meant by thesuperadiabaticityof a convective region? How is it related to the convective
energy flux (qualitatively)? Why is it very small in the interior of a star, but can be large near the
surface?

5.5 Applying Schwarzschild’s criterion

(a) Low-mass stars, like the Sun, have convective envelopes. The fraction of the mass that is convec-
tive increases with decreasing mass. A 0.1M⊙ star is completely convective. Can you qualitatively
explain why?

(b) In contrast higher-mass stars have radiative envelopesand convective cores, for reasons we will
discuss in the coming lectures. Determine if the energy transport is convective or radiative at two
different locations (r = 0.242R⊙ andr = 0.670R⊙) in a 5M⊙ main sequence star. Use the data of a
5 M⊙ model in the table below. You may neglect the radiation pressure and assume that the mean
molecular weightµ = 0.7.

r/R⊙ m/M⊙ Lr/L⊙ T [K] ρ [g cm−3] κ [g−1 cm2]
0.242 0.199 3.40× 102 2.52× 107 18.77 0.435
0.670 2.487 5.28× 102 1.45× 107 6.91 0.585

5.6 The Eddington luminosity

The Eddington luminosity is the maximum luminosity a star (with radiative energy transport) can have,
where radiation force equals gravity.

(a) Show that

lmax =
4πcGm
κ

.

(b) Consider a star with a uniform opacityκ and of uniform parameter 1− β = Prad/P. Show that
L/LEdd = 1− β for such a star.

(c) Show that the Schwarzschild criterion for stability against convection∇rad < ∇ad can be rewritten
as:

l
lmax

< 4
Prad

P
∇ad

(d) Consider again the star of question (b). By assuming thatit has a convective core, and no nuclear
energy generation outside the core, show that the mass fraction of this core is given by

Mcore

M
=

1
4∇ad

.
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Chapter 6

Nuclear processes in stars

For a star in thermal equilibrium, an internal energy source is required to balance the radiative energy
loss from the surface. This energy source is provided bynuclear reactionsthat take place in the deep
interior, where the temperature and density are sufficiently high. In ordinary stars, where the ideal-
gas law holds, this stellar nuclear reactor is very stable: the rate of nuclearreactions adapts itself to
produce exactly the amount of energy that the star radiates away from its surface. Nuclear reactions
do not determine the luminosity of the star – this is set by how fast the energy can be transported,
i.e. by the opacity of the stellar gas – but they do determine for how long the staris able to sustain
its luminosity. In stars composed of degenerate gas, on the other hand, nuclear reactions are unstable
and may give rise to flashes or even explosions.

Apart from energy generation, another important effect of nuclear reactions is that they change
the composition by transmutations of chemical elements into other, usually heavier, elements. In this
way stars produces all the elements in the Universe heavier than helium – a process calledstellar
nucleosynthesis.

6.1 Basic nuclear properties

Consider a reaction whereby a nucleusX reacts with a particlea, producing a nucleusY and a particle
b. This can be denoted as

X + a→ Y+ b or X(a,b)Y . (6.1)

The particlea is generally another nucleus, while the particleb could also be a nucleus, aγ-photon or
perhaps another kind of particle. Some reactions produce more than two particles (e.g. when a weak
interaction is involved, an electron and anti-neutrino can be produced in addition to nucleusY), but
the general principles discussed here also apply to reactions involving different numbers of nuclei.
Each nucleus is characterized by two integers, the chargeZi (representing the number of protons in
the nucleus) and the baryon number or mass numberAi (equal to the total number of protons plus
neutrons). Charges and baryon numbers must be conserved during areaction, i.e. for the example
above:

ZX + Za = ZY + Zb and AX + Aa = AY + Ab. (6.2)

If a or b are non-nuclear particles thenAi = 0, while for reactions involving weak interactions the
lepton number must also be conserved during the reaction. Therefore any three of the reactants
uniquely determine the fourth.
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6.1.1 Nuclear energy production

The masses of atomic nuclei are not exactly equal to the sum of the masses ofthe individual nucleons
(protons and neutrons), because the nucleons are bound together bythe strong nuclear force. Ifmi

denotes the mass of a nucleusi, then thebinding energyof the nucleus can be defined as

EB,i = [(Ai − Zi)mn + Zimp −mi ] c2, (6.3)

wheremn andmp are the masses of a free neutron and proton respectively. Therefore, although
∑

Ai

is conserved during a nuclear reaction, the sum of the actual masses involved in the reaction is not.
This mass difference∆m is converted into energy according to Einstein’s formulaE = ∆mc2. The
energy released by a reaction of the kindX(a,b)Y is therefore

Q = (mX +ma −mY −mb) c2. (6.4)

Note thatQ may be negative if energy is absorbed by the reaction; such reactions are calledendother-
mic. Reactions that release energy (Q > 0) are calledexothermic.

In practice, one often uses atomic masses rather than nuclear masses to calculate Q. This is
allowed because the number of electrons is conserved during a reaction –despite the fact that the
nuclei are completely ionized under the conditions where nuclear reactionstake place. Atomic masses
of a few important isotopes are given in Table 6.1. The energy release bya reaction is related to the
so-calledmass defectof nuclei, defined as

∆Mi = (mi − Aimu) c2. (6.5)

Since nucleon number is conserved during a reaction, we can write (6.4) as

Q = ∆MX + ∆Ma − ∆MY − ∆Mb. (6.6)

Nuclear binding energies and reactionQ-values are usually expressed in MeV. Published tables of
atomic masses often list the mass defects in MeV, rather than the masses themselves. Remember that
mu is defined as 1/12 times the mass of the12C atom; a useful identity ismuc2 = 931.494 MeV.

When comparing different nuclei, thebinding energy per nucleon EB/A is a more informative
quantity thanEB itself. In Fig. 6.1 this quantity is plotted against mass numberA. With the exception
of the lightest nuclei, typical values are around 8 MeV. This reflects the short range of the strong
nuclear force: a nucleon only ‘feels’ the attraction of the nucleons in its immediate vicinity, so that
EB/A quickly saturates with increasingA. There is a slow increase withA up to a maximum at56Fe,

Table 6.1. Atomic masses of several important isotopes.

element Z A M/mu element Z A M/mu element Z A M/mu

n 0 1 1.008665 C 6 12 12.000000 Ne 10 20 19.992441
H 1 1 1.007825 6 13 13.003354 Mg 12 24 23.985043

1 2 2.014101 N 7 13 13.005738 Si 14 28 27.976930
He 2 3 3.016029 7 14 14.003074 Fe 26 56 55.934940

2 4 4.002603 7 15 15.000108 Ni 28 56 55.942139
Li 3 6 6.015124 O 8 15 15.003070

3 7 7.016003 8 16 15.994915
Be 4 7 7.016928 8 17 16.999133

4 8 8.005308 8 18 17.999160
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Figure 6.1. Binding energy
of atomic nuclei per nucleon,
EB/A as a function of mass
numberA.

which hasEB/A = 8.79 MeV, beyond which the binding energy per nucleon decreases towards larger
A. This decrease is due to the increase in the number of protonsZ with A: the protons inside the
nucleus experience a repulsive Coulomb force, which has a long rangeand does not saturate with
increasingZ. There is additional structure in the curve, caused by the shell structureof nuclei and
pairing effects.

The most tightly bound nuclei occur around the maximum at56Fe. Energy can be gained from
the fusion of light nuclei into heavier ones as long asEB/A increases; this is the main energy source
in stars. Fusion of nuclei heavier than56Fe would be endothermic and does not occur in nature (but
energy can be released by fission reactions that break up heavy nuclei into lighter ones).56Fe thus
forms the natural endpoint of the stellar nuclear reaction cycles. In a starinitially consisting mostly
of hydrogen, each step in the transformation of H into Fe releases energy: a total of 8.8 MeV per
nucleon, of which 7.0 MeV are already used up in the first step, the fusionof H into He.

6.2 Thermonuclear reaction rates

Consider again a reaction of the typeX(a,b)Y. Let us first suppose that particlesX are bombarded
by particlesa with a particular velocityυ. The rate at which they react then depends on thecross-
section, i.e. the effective surface area of the particleX for interacting with particlea. The cross-section
is defined as

σ =
number of reactionsX(a,b)Y per second

flux of incident particlesa
,

which indeed has a unit of area (cm2). We denote the reacting particlesX anda by indicesi and j
and their number densities asni andn j , respectively. The incident flux of particlesa is thenn j υ, so
that the number of reactions with a certain particleX taking place per second isn j υσ. The number
of reactions per second in a unit volume is therefore

r̃ i j = nin j υσ,

which defines the reaction rate at a particular relative velocityυ. This expression applies ifX and
a are of a different kind. If the reacting particles are identical, then the number of possible reacting
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pairs is notnin j but 1
2ni(ni − 1) ≈ 1

2n2
i for large particle numbers. Thus we can write more generally

r̃ i j =
1

1+ δi j
nin j υσ, (6.7)

sinceδi j = 0 if i , j andδi j = 1 if i = j.
In general,σ = σ(υ) depends on the relative velocity. In a stellar gas there is a distribution of

velocitiesφ(υ), normalized such that
∫ ∞
o
φ(υ) dυ = 1. The overall reaction rate, i.e the number of

reactions taking place per second and per unit volume, is therefore

r i j =
1

1+ δi j
nin j

∫ ∞

0
φ(υ)σ(υ)υdυ =

1
1+ δi j

nin j〈συ〉. (6.8)

In an ideal gas in LTE, the particle velocities are given by the Maxwell-Boltzmann distribution,
eq. (3.13). If each particle velocity distribution is Maxwellian, then so is theirrelativevelocity distri-
bution,

φ(υ) = 4πυ2
( m
2πkT

)3/2
exp

(

−mυ2

2kT

)

, (6.9)

wherem is the reduced mass in the centre-of-mass frame of the particles,

m=
mimj

mi +mj
. (6.10)

We replace the relative velocityυ by the kinetic energy in the centre-of-mass frame,E = 1
2mυ2. Using

the fact thatφ(υ) dυ = φ(E) dE, we can write the average overσυ in eq. (6.8) as

〈συ〉 =
(

8
πm

)1/2

(kT)−3/2
∫ ∞

0
σ(E) E exp

(

− E
kT

)

dE. (6.11)

This depends only on temperature, i.e. the dependence on velocity in eq. (6.7) turns into a dependence
on thetemperaturein the overall reaction rate. The temperature dependence of a nuclear reaction is
thus expressed by the factor〈συ〉. To understand this temperature dependence, we must consider in
more detail the reaction cross sections and their dependence on energy.

6.2.1 Nuclear cross-sections

The cross-sectionσ appearing in the reaction rate equation (6.8) is a measure of the probability that
a nuclear reaction occurs, given the number densities of the reacting nuclei. While the energy gain
from a reaction can be simply calculated from the mass deficits of the nuclei, thecross-section is
much more difficult to obtain. Classically, the geometrical cross-section for a reaction between nuclei
i and j with radii Ri andRj isσ = π(Ri +Rj)2. A good approximation to the nuclear ‘radius’, or rather
for the range of the nuclear force, is

Ri ≈ R0A1/3
i with R0 = 1.44× 10−13 cm. (6.12)

This would yield typical cross-sections of the order of 10−25–10−24 cm2. On the other hand, quantum-
mechanically the particles ‘see’ each other as smeared out over a length equal to the de Broglie
wavelength associated with their relative momentump,

λ =
~

p
=

~

(2mE)1/2
, (6.13)

with mandE the reduced mass and relative kinetic energy as defined before. The last equality assumes
non-relativistic particles. A better estimate of the geometrical cross-section isthereforeσ = πλ2. At
typical conditions in the stellar gas, this is (much) larger than the classical estimate sinceλ > Ri +Rj .
The real situation is much more complicated owing to a number of effects:
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• Charged nuclei experience a repulsive Coulomb force which, although weaker than the strong
nuclear force, has a much longer range. This Coulomb barrier would prevent any reaction to
occur under stellar condition, were it not for the quantum-mechanicaltunnel effect.

• The nature of the force involved in the reaction determines the strength of theinteraction. For
a reactionX(a,b)Y, the emitted particle may be either another nucleus, aγ-photon, or an e−ν̄
or e+ν pair. In the first case, only the strong force is involved and the cross-section may be
close to the geometrical one. The second case also involves the electromagnetic force, which
is weaker and gives a lower reaction probability, i.e. a smaller cross-section. In the last case, a
weak interaction must occur which has an even lower probability and smaller cross-section.

• Nuclear structure effects can have a strong influence on the cross-section. This is particularly
true in the case ofresonant interactions.

Coulomb barrier and the tunnel effect

At distancesr larger than the range of the nuclear force, two nuclei with chargesZi andZ j experience
a repulsive Coulomb potential

V(r) =
ZiZ je2

r
= 1.44

ZiZ j

r [fm]
MeV, (6.14)

with r expressed in fm= 10−13 cm in the last equality. To experience the attractive nuclear force the
particles have to approach each other within a typical distancern ∼ A1/3 R0 as given by eq. (6.12).
For r < rn the nuclear attraction gives a potential drop to roughlyV0 ≈ −30 MeV. The particles must
therefore overcome a typical Coulomb barrierEC = V(rn) ≈ Z1Z2 MeV, see Fig. 6.2.

If an incoming particle has a kinetic energyE at infinity in the reference frame of the nucleus,
it can classically only come within a distancerc given byE = V(rc). In stellar interiors the kinetic
energies of nuclei have a Maxwellian distribution, with an average value〈E〉 = 3

2kT ≈ 1.3 keV at
107 K, which is typical of the centre of the Sun and other main-sequence stars.This falls short of the
Coulomb barrier by a factor of about 1000. Even considering the high-energy tail of the Maxwell-
Boltzmann distribution, the fraction of particles withE > EC is vanishingly small. With purely
classical considerations nuclear reactions have no chance of happening at such temperatures.

We need to turn to quantum mechanics to see how nuclear reactions are possible at stellar tem-
peratures. As was discovered by G. Gamow, there is a finite probability thatthe projectile penetrates
the repulsive Coulomb barrier even ifE≪ EC. The tunnelling probability can be estimated as

P ∼ exp

(

−
∫ rc

rn

√
2m[V(r) − E]

~
dr

)

where

rc =
ZiZ je2

E
is the classical distance of closest approach. The result is

P = P0 exp(−b E−1/2) with b = 2π
ZiZ je2

~

(

m
2

)1/2

= 31.29ZiZ jA
1/2 [keV]1/2. (6.15)

HereA = AiA j/(Ai + A j) is the reduced mass in units ofmu andP0 is a constant.P increases steeply
with E and decreases withZiZ j , i.e., with the height of the Coulomb barrier. Therefore, at relative
low temperatures only the lightest nuclei (with the smallestZiZ j) have a non-negligible chance to
react. Reactions with heavier nuclei, with largerZiZ j , require larger energies and therefore higher
temperatures to have a comparable penetration probability.
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Nuclear structure effects on the cross-section

A typical thermonuclear reaction proceeds as follows. After penetrating the Coulomb barrier, the
two nuclei can from an unstable, excitedcompound nucleuswhich after a short time decays into the
product particles, e.g.

X + a→ C∗ → Y+ b .

Although the lifetime of the compound nucleusC∗ is very short, it is much longer than the crossing
time of the nucleus at the speed of light (∼ 10−21 s). Therefore by the time it decays, the compound
nucleus has no ‘memory’ of how it was formed, and the decay depends only on the energy.

The decay can proceed via different channels, e.g.C∗ → X+a, → Y1+b1, → Y2+b2, . . . , →
C + γ. In the first case the original particles are reproduced, the last case isa decay to a stable energy
level of C with γ-emission. In the other cases the particlesb1, b2, etc. may be protons, neutrons
or α-particles. (Reactions involving electron and neutrino emission do not proceed via a compound
intermediate state, since the necessaryβ-decays would be prohibitively slow.) In order for a certain
energy level ofC∗ to decay via a certain channel, the conservations laws of energy, momentum,
angular momentum and nuclear symmetries must be fulfilled. The outgoing particles obtain a certain
kinetic energy, which – with the exception of neutrinos that escape without interaction – is quickly
thermalised, i.e. shared among the other gas particles owing to the short photon and particle mean
free paths in the stellar gas.

The energy levels of the compound nucleus play a crucial role in determiningthe reaction cross-
section, see Fig. 6.2. LetEmin be the minimum energy required to remove a nucleon from the ground
state ofC to infinity, analogous to the ionization energy of an atom. Energy levels belowEmin corre-
spond to bound states in an atom; these can only decay byγ-emission which is relatively improbable.
These ‘stationary’ energy levels have long lifetimesτ and correspondingly small widthsΓ, since
according to Heisenberg’s uncertainty relation

Γ =
~

τ
. (6.16)

en
er

gy

r rn c

−V

CE

0

V(r)

min

r

E

E’

E

0

Figure 6.2. Schematic depiction of the combined nuclear and Coulomb po-
tential, shown as a thick line. The potential is dominated byCoulomb repul-
sion at distancesr > rn, and by nuclear attraction forr < rn. An incoming
particle with kinetic energyE at infinity can classically approach to a distance
rc. The horizontal lines for 0< r < rn indicate energy levels in the compound
nucleus formed during the reaction. The ground state is at energy−Emin; the
quasi-stationary levels withE > 0 are broadened due to their very short life-
times. If the incoming particles have energyE′ corresponding to such a level
they can find a resonance in the compound nucleus (see text).
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Figure 6.3. Example of the dependence of the reac-
tion cross section on energyE for the 3He+ 4He→
7Be + γ reaction. Althoughσ varies very strongly
with energy, and becomes immeasurably small at
very low E, the factorS(E) is only a very weak func-
tion of E and – at least for this reaction – can be safely
extrapolated to the low energies that are relevant for
nuclear reactions in stars (15–30 keV, vertical bar on
the left).

Energy levels aboveEmin can also expel particles, which is much more probable thanγ-emission.
These levels also have finite lifetimes because of the sharp potential rise beyondrn, but eventually the
particles can escape by the tunnel effect. These ‘quasi-stationary’ levels have much shorter lifetimes
and correspondingly larger widths. The probability of escape increases with energy and so does the
level width, until eventuallyΓ is larger than the distance between levels resulting in a continuum of
energy states above a certainEmax.

The possible existence of discrete energy levels aboveEmin can give rise to so-called ‘resonances’
with much increased reaction probabilities. Suppose we letX anda react with gradually increasing
relative energyE (measured at large distance). As long asE is in a region without or in between quasi-
stationary levels, the reaction probability will simply increase with the penetrationprobability (6.15).
However, ifE coincides with such a level (e.g. energyE′ in Fig. 6.2), then the reaction probability can
be enhanced by several orders of magnitude. For energies close to such a levelEres the cross-section
has an energy dependence with a typical resonance form,

ξ(E) ∝ 1
(E − Eres)2 + (Γ/2)2

. (6.17)

At E = Eres the cross-section can be close to the geometrical cross-section,πλ2, whereλ is the de
Broglie wavelength (6.13). We can thus expect the cross-section to depend on energy as

σ(E) ∝ πλ2 P(E) ξ(E). (6.18)

The astrophysical cross-section factor

Sinceλ2 ∝ 1/E andP(E) ∝ exp(−b E−1/2), one usually writes

σ(E) = S(E)
exp(−b E−1/2)

E
. (6.19)

This equation defines the ‘astrophysicalS-factor’ S(E), which contains all remaining effects, i.e. the
intrinsic nuclear properties of the reaction including possible resonances.
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Figure 6.4. Example of the Gamow peak for the12C(p, γ)13N reaction. The left panel shows as dash-dotted
lines the tunnelling probability factor, exp(−b/E1/2), and as dashed lines the tail of the Maxwell distribution,
exp(−E/kT), for three values of temperature:T = 2.0×107 K (lower curve), 2.5×107 K (middle) and 3.0×107 K
(upper). The solid lines show the product of these two factors, f (E) as in eq. (6.21), labelled byT7 ≡ T/107 K.
Note the enormous range of the vertical log-scale. To appreciate the sharpness of the Gamow peak, and the
enormous sensitivity to temperature, the right panel showsf (E) on a linear scale forT7 = 2.4, 2.5 and 2.6. The
dashed line is the Gamow peak for the14N(p, γ)15O reaction forT7 = 2.4, multiplied by a factor 200.

TheS-factor can in principle be calculated, but in practice one relies on laboratory measurements
of the cross-section to obtainS(E). The difficulty is that such measurements are only feasible at
largeE, typically > 0.1 MeV, because cross-sections quickly become unmeasurably small at lower
energies. This lowest energy is still an order of magnitude larger than the energies at which reactions
typically take place under stellar conditions. One therefore has to extrapolate S(E) down over quite
a large range ofE to the relevant energies. In many casesS(E) is nearly constant or varies slowly
with E – unlikeσ(E)! – and this procedure can be quite reliable (e.g. see Fig. 6.3). However, when
resonances occur in the range of energies over which to extrapolate, the results can be very uncertain.

6.2.2 Temperature dependence of reaction rates

Combining eqs. (6.11) and (6.19), the cross-section factor〈συ〉 can be written as

〈συ〉 = (8/πm)1/2(kT)−3/2
∫ ∞

0
S(E) exp

(

− E
kT
− b

E1/2

)

dE. (6.20)

We will look at the case ofnon-resonantreactions, where we can assume thatS(E) varies slowly
with E. The integrand is then dominated by the product of two exponential factors: exp(−E/kT), the
tail of the Maxwell-Boltzmann distribution which decreases rapidly withE; and exp(−bE−1/2), the
penetration probability due to the tunnel effect which increases rapidly withE. The product of these
two exponentials,

f (E) = exp

(

− E
kT
− b

E1/2

)

, (6.21)
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is a sharply peaked function called theGamow peak, which has appreciable values only around a
maximum at energyE0. Fig. 6.4 shows an example for the reaction12C + p → 13N + γ. Since by
assumptionS(E) varies slowly withE, we can takeS(E) ≈ S(E0) out of the integral (6.20) and obtain

〈συ〉 ≈ (8/πm)1/2(kT)−3/2 S(E0)
∫ ∞

0
exp

(

− E
kT
− b

E1/2

)

dE. (6.22)

The reaction rate then only depends on the integral
∫ ∞
0

f (E) dE.

Properties of the Gamow peak

The value of the Gamow peak energyE0 can be found by taking df /dE = 0, which gives

E0 = (1
2bkT)2/3 = 5.665 (Z2

i Z2
j A T2

7)1/3 keV. (6.23)

To obtain the last equality we have substitutedb as given by eq. (6.15) and we use the notation
Tn = T/(10n K), while A is the reduced mass inmu as before. For reactions between light nuclei
at temperaturesT ∼ 1–2× 107 K, E0 ∼ 10–30 keV, while the average kinetic energies are 1–2 keV.
The peak is quite narrow, having a width∆E at half maximum that is always smaller thanE0. Thus,
the nuclei that contribute to the reaction rate have energies in a narrow interval around 10 times the
thermal energy, but about 2 orders of magnitude below the Coulomb barrier.

The right panel of Fig. 6.4 illustrates the strong dependence of the maximum value f (E0) of the
Gamow peak on the temperature. In the case of the12C(p, γ)13N reaction, an increase in temperature
by 4% (fromT7 = 2.4 to 2.5, or from 2.5 to 2.6) almost doubles the maximum value off (E). The
width of the peak also increases modestly, such that the area under the curve – which is the integral
that appears in eq. (6.22) – increases enormously with increasing temperature. This is the reason why
thermonuclear reaction rates are extremely sensitive to the temperature.

When we compare different reactions, the factorb ∝ Z1Z2A1/2 changes and thereby the pene-
tration probability at a certain energy. A reaction between heavier nuclei (with largerA andZ) will
therefore have a much lower rate at certain fixed temperature. This is illustrated in the right panel
of Fig. 6.4 by the dashed curve, showing the Gamow peak for the14N(p, γ)15O reaction atT7 = 2.4,
multiplied by a factor 200. Hence, the probability of this reaction is 200 times smallerthan that of the
12C(p, γ)13N reaction at the same temperature. In other words, reactions between heavier nuclei will
need a higher temperature to occur at an appreciable rate.

To summarize, the properties of the Gamow peak imply that

• the reaction rate〈συ〉 increasesvery strongly with temperature.

• 〈συ〉 decreases strongly with increasing Coulomb barrier.

Analytic expressions for the temperature dependence

We can find an analytical expression for the reaction rate if we approximatethe integrandf (E) in
eq. (6.22) by a Gaussian centred atE0, i.e.,

f (E) ≈ f (E0) exp

[

−
(

E − E0

∆E

)2]

, (6.24)

Considering the shapes of the curves in Fig. 6.4, this is not a bad approximation. From eq. (6.21) we
find f (E0) = exp(−3E0/kT) ≡ exp(−τ), which defines the often used quantityτ,

τ =
3E0

kT
= 19.72

(Z2
i Z2

j A

T7

)1/3

. (6.25)
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The width∆E of the Gaussian can be obtained by expanding eq. (6.21) forf (E) in a Taylor series
aroundE0,

f (E) = f (E0) + f ′(E0) (E − E0) + 1
2 f ′′(E0) (E − E0)2 + . . . ,

in which the second term equals zero becausef ′(E0) = 0. Comparing this with a similar expansion
of the Gaussian approximation tof (E) yields the same expression, to second order, if

∆E =

(

−2 f
f ′′

)1/2

E=E0

=

(

4E0kT
3

)1/2

(6.26)

We can then approximate the integral in eq. (6.22) by

∫ ∞

0
f (E) dE ≈ e−τ

∫ ∞

0
exp

[

−
(

E − E0

∆E

)2]

dE ≈ e−τ
√
π∆E. (6.27)

In the last step we have extended the integral from−∞ to ∞ to obtain the result
√
π∆E, which

introduces only a very small error because the exponential is negligibly small for E < 0. When we
substitute (6.27) with the expression (6.26) for∆E into (6.22), and we eliminateE0 andkT in favour
of τ andb using (6.23) and (6.25), then we find after some manipulation

〈συ〉 ≈ 8
9

(

2
3m

)1/2
S(E0)

b
τ2 e−τ =

7.21× 105

ZiZ jA

(

S(E0)
keV cm2

)

τ2 e−τ. (6.28)

In the last equality we have substituted the explicit expression (6.15) forb. Sinceτ ∝ T−1/3 this gives
a temperature dependence of the form

〈συ〉 ∝ 1

T2/3
exp

(

− C

T1/3

)

, (6.29)

where the constantC in the exponential factor depends onZiZ j , i.e. on the height of the Coulomb
barrier. This is indeed a strongly increasing function of temperature.

If we consider a small range of temperatures around some valueT0, we can write

〈συ〉 = 〈συ〉0
(

T
T0

)ν

with ν ≡ ∂ log〈συ〉
∂ logT

=
τ − 2

3
. (6.30)

The last equality follows from (6.28) and (6.25). Therefore the exponent ν is not a constant but
depends onT itself – in factν decreases withT roughly asT−1/3. In general, however, any particular
reaction is only important in quite a limited range of temperatures, so that takingν as constant in
(6.30) is approximately correct. Values of the exponentν are in all cases≫ 1. For example, at
T7 = 1.5 we find 〈συ〉 ∝ T3.9 for the p+ p reaction for hydrogen fusion and〈συ〉 ∝ T20 for the
14N(p, γ) reaction in the CNO cycle (see Sec. 6.4.1). Thus thermonuclear reaction rates are about the
most strongly varying functions found in physics. This temperature sensitivity has a strong influence
on stellar models, as we shall see.

6.2.3 Electron screening

We found that the repulsive Coulomb force between nuclei plays a crucial role in determining the rate
of a thermonuclear reaction. In our derivation of the cross section we have ignored the influence of
the surrounding free electrons, which provide overall charge neutrality in the gas. In a dense medium,
the attractive Coulomb interactions between atomic nuclei and free electrons cause each nucleus to
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be effectively surrounded by a cloud of electrons. This electron cloud reduces the Coulomb repulsion
between the nuclei at large distances, and may thus increase the probabilityof tunneling through the
Coulomb barrier. This effect is know aselectron screeningor electron shielding.

We simply give the main results, the derivation of which can be found in Maeder Sec. 9.4 or
Kippenhahn Sec. 18.4. The repulsive Coulomb potential (eq. 6.14) is reduced by a factor exp(−r/rD),
whererD, the so-called Debye-Ḧuckel radius, represents the effective radius of the electron cloud.
The stronger the Coulomb interactions between nuclei and electrons, the smaller rD. We have found
(Sec. 3.6.1) that Coulomb interactions increase in strength with increasing density and decreasing
temperature, and so does the magnitude of the electron screening effect. It turns out that the reaction
rate〈συ〉 is enhanced by a factor

f = exp

(

ED

kT

)

, (6.31)

where, for small values ofED/kT ≪ 1,

ED

kT
=

Z1Z2e2

rDkT
∼ 0.006Z1Z2

ρ1/2

T7
3/2
. (6.32)

This is theweak screeningapproximation, which applies to relatively low densities and high temper-
atures such as found in the centre of the Sun and other main-sequence stars. Under these conditions,
reaction rates are enhanced only by modest factors,f ∼< 1.1.

The description of electron screening becomes complicated at high densitiesand relatively low
temperatures, where the weak screening approximation is no longer valid. Ageneral result is that with
increasing strength of electron screening, the temperature sensitivity of the reaction rate diminishes
and the density dependence becomes stronger. At very high densities,ρ ∼> 106 g/cm3, the screening
effect is so large that it becomes the dominating factor in the reaction rate. The shielding of the
Coulomb barrier can be so effective that the reaction rate depends mainly on the density and no
longer on temperature. Reactions between charged nuclei become possible even at low temperature,
if the density exceeds a certain threshold. One then speaks ofpycnonuclear reactions, which can play
an important role in late stages of stellar evolution. In a very cool and densemedium one must also
take into account the effect of crystallization, which decreases the mobility of the nuclei and thus the
probability of collisions.

6.3 Energy generation rates and composition changes

Having obtained an expression for the cross-section factor〈συ〉, the reaction rater i j follows from
eq. (6.8). We can then easily obtain the energy generation rate. Each reaction releases an amount
of energyQi j according to eq. (6.4), so thatQi j r i j is the energy generated per unit volume and per
second. The energy generation rate perunit massfrom the reaction between nuclei of typei and j is
then

ǫi j =
Qi j r i j

ρ
. (6.33)

We can express the energy generation rate in terms of the mass fractionsXi andX j and the densityρ
using eq. (6.8). Replacing the number densityni by the mass fractionXi according toni = Xi ρ/(Aimu),
eq. (6.33) can be written as

ǫi j =
Qi j

(1+ δi j ) AiA jm2
u
ρXiX j 〈συ〉i j =

qi j

(1+ δi j ) Amu
ρXiX j 〈συ〉i j , (6.34)
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In the last identityA = AiA j/(Ai + A j) is the reduced mass in units ofmu, and we have replacedQi j

by the energy released per unit mass by this reaction

qi j =
Qi j

mi +mj
≈

Qi j

(Ai + A j)mu
. (6.35)

Remember that〈συ〉 contains the temperature dependence of the reaction rate. If we use the power-
law approximation (6.30) we can write the energy generation rate of a reaction as

ǫi j = ǫ0,i j XiX j ρTν. (6.36)

The total nuclear energy generation rate results from all reactions takingplace in a certain mass
element in the star, i.e.

ǫnuc =
∑

i, j

ǫi j . (6.37)

This is the quantityǫnuc that appears in the stellar structure equation for the luminosity, eq. (5.4).

Composition changes

The reaction rates also determine the rate at which the composition changes. The rate of change in
the number densityni of nuclei of typei owing to reactions with nuclei of typej is

(

dni

dt

)

j
= −(1+ δi j ) r i j = −nin j 〈συ〉i j . (6.38)

The factor 1+δi j takes into account that a reaction between identical nuclei consumestwosuch nuclei.
One can define thenuclear lifetimeof a speciesi owing to reactions withj as

τi, j =
ni

|(dni/dt) j |
=

1
n j 〈συ〉i j

, (6.39)

which is the timescale on which the abundance ofi changes as a result of this reaction.
The overall change in the numberni of nuclei of typei in a unit volume can generally be the result

of different nuclear reactions. Some reactions (with rater i j as defined above) consumei while other
reactions, e.g. between nucleik andl, may producei. If we denote the rate of reactions of the latter
type asrkl,i , we can write for the total rate of change ofni :

dni

dt
= −

∑

j

(1+ δi j ) r i j +
∑

k,l

rkl,i (6.40)

The number densityni is related to the mass fractionXi by ni = Xi ρ/(Aimu), so that we can write the
rate of change of the mass fraction due to nuclear reactions as

dXi

dt
= Ai

mu

ρ

(

−
∑

j

(1+ δi j ) r i j +
∑

k,l

rkl,i

)

(6.41)

For each nuclear speciesi one can write such an equation, describing the composition change at
a particular mass shell inside the star (with densityρ and temperatureT) resulting from nuclear
reactions. In the presence of internal mixing (in particular ofconvection, Sec. 5.5.3) the redistribution
of composition between different mass shells should also be taken into account.
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Note the similarity between the expressions for the nuclear energy generation rate (6.37) and the
equation for composition changes (6.41), both of which are proportionalto r i j . Using eq. (6.35) for
the energy released per gram, we can write the reaction rate as

r i j =
ǫi j

qi j (Ai + A j)
ρ

mu
. (6.42)

If we substitute this expression into eq. (6.41) the factorρ/mu drops out. We obtain a useful expression
in simple cases where onlyonereaction occurs, or a reaction chain in which one reaction determines
the overall rate. An example is the fusion of 41H into 4He, which is the net result of a chain of
reactions (see Sec. 6.4.1). In that case you may verify that (6.41) and (6.42) reduce to

dY
dt
= −dX

dt
=
ǫH

qH
, (6.43)

whereǫH is the energy generation rate by the complete chain of H-burning reactions,andqH is amount
of energy produced by converting 1 gram of1H into 4He.

6.4 The main nuclear burning cycles

In principle, many different nuclear reactions can occur simultaneously in a stellar interior. If one is
interested in following the detailed isotopic abundances produced by all these reactions, or if structural
changes occur on a very short timescale, a large network of reactions has to be calculated (as implied
by eq. 6.41). However, for the calculation of the structure and evolution of a star usually a much
simpler procedure is sufficient, for the following reasons:

• The very strong dependence of nuclear reaction rates on the temperature, combined with the
sensitivity to the Coulomb barrierZ1Z2, implies that nuclear fusions of different possible fuels
– hydrogen, helium, carbon, etc. – are well separated by substantial temperature differences.
The evolution of a star therefore proceeds through several distinctnuclear burning cycles.

• For each nuclear burning cycle, only a handful of reactions contributesignificantly to energy
production and/or cause major changes to the overall composition.

• In a chain of subsequent reactions, often one reaction is by far the slowest and determines the
rate of the whole chain. Then only the rate of this bottleneck reaction needs tobe taken into
account.

6.4.1 Hydrogen burning

The net result of hydrogen burning is the fusion of four1H nuclei into a4He nucleus,

41H→ 4He+ 2 e+ + 2ν . (6.44)

You may verify using Sec. 6.1.1 that the total energy release is 26.734 MeV. In order to create a4He
nucleus two protons have to be converted into neutrons. Therefore two neutrinos are released by weak
interactions (p→ n+e+ + ν), which escape without interacting with the stellar matter. It is customary
not to include the neutrino energies into the overall energy releaseQ, but to take into account only
the energy that is used to heat the stellar gas. This includes energy released in the form ofγ-rays
(including theγ-rays resulting from pair annihilation after e+ emission) and in the form of kinetic
energies of the resulting nuclei. The effectiveQ-value of hydrogen burning is therefore somewhat
smaller than 26.734 MeV and depends on the reaction in which the neutrinos are emitted.
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Since a simultaneous reaction between four protons is extremely unlikely, a chain of reactions is
always necessary for hydrogen burning. This can take place in two distinct ways: either direct fusion
of protons via thep-p chain, or by using already present CNO-nuclei as catalysts in theCNO cycle.
Hydrogen burning in stars takes place at temperatures ranging between 8× 106 K and 5.0 × 107 K,
depending on stellar mass and evolution stage.

The p-p chains

The first reaction is the so-called p-p reaction:

1H + 1H→ 2H + e+ + ν or p+ p→ D + e+ + ν . (6.45)

This involves the simultaneousβ-decay of one of the protons during the strong nuclear interaction.
This is very unlikely and the p-p reaction therefore has an extremely small cross-section, about 10−20

times that of a typical reaction involving only strong interactions. The reactionrate cannot be mea-
sured in the laboratory and is only known from theory.

After some deuterium is produced, it rapidly reacts with another proton to from 3He. Subse-
quently three different branches are possible to complete the chain towards4He:

1H + 1H→ 2H + e+ + ν
2H + 1H→ 3He+ γ

�
�

�
���

H
H
H

HHj

3He+ 3He→ 4He+ 21H

pp1

3He+ 4He→ 7Be+ γ
�

�
�

���

H
H
H

HHj

7Be+ e− → 7Li + ν
7Li + 1H→ 4He+ 4He

pp2

7Be+ 1H→ 8B + γ
8B→ 8Be+ e+ + ν
8Be→ 4He+ 4He

pp3 (6.46)

The pp1 branch requires two3He nuclei, so the first two reactions in the chain have to take place
twice. The alternative pp2 and pp3 branches require only one3He nucleus and an already existing4He
nucleus (either present primordially, or produced previously by hydrogen burning). The resulting7Be
nucleus can either capture an electron or fuse with another proton, giving rise to the second branching
into pp2 and pp3. Three of the reactions in the chains are accompanied by neutrino emission, and the
(average) neutrino energy is different in each case:〈Eν〉 = 0.265 MeV for the p-p reaction, 0.814 MeV
for electron capture of7Be and 6.71 MeV for theβ-decay of8B. Therefore the total energy release
QH for the production of one4He nucleus is different for each chain: 26.20 MeV (pp1), 25.66 MeV
(pp2) and only 19.76 MeV for pp3.

The relative frequency of the three chains depends on temperature andchemical composition.
Because the3He+ 4He reaction is slightly more sensitive to temperature than the3He+ 3He reaction
(it has a somewhat higher reduced mass and largerτ, eq. 6.25), the pp1 chain dominates over the other
two at relatively low temperature (T7 ∼< 1.5). The pp1 chain is the main energy-producing reaction
chain in the Sun. At increasingT, first the pp2 chain and then the pp3 chain become increasingly
important.
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At low temperatures (T < 8× 106 K) the rates of all reactions should be calculated separately to
obtain the energy generation rate and the changes in abundances. In particular, the3He+ 3He reaction
is quite slow and a substantial abundance of3He can accumulate before further reactions occur. For
T ∼> 8× 106 K all reactions in the chain are fast enough that they reach a steady state,where once a
D nucleus is produced by the first, very slow reaction, all successive reactions proceed very quickly
until 4He is formed. The nuclear lifetimes (eq. 6.39) of the intermediate nuclei D,3He, 7Li, etc,
are very short compared to the overall nuclear timescale, and their abundances are very small. The
overall rate of the whole reaction chain is then set by the rate of the bottleneck p-p reaction,rpp. In
this steady-state or ‘equilibrium’ situation the rate of each subsequent reaction adapts itself to the pp
rate.1 The energy generation rate (given by the sum of energies released byeach reaction, eq. 6.37)
can then be expressed in a single term of the form (6.33), i.e.ǫnuc = QHrpp/ρ whereQH is the total
energy released in the whole chain (6.44). The above expression applies to the pp2 and pp3 chains,
which each require one p-p reaction to complete. For the pp1 chain two p-p reactions are needed and
therefore in that caseǫnuc =

1
2QHrpp/ρ. Expressingrpp in terms of the cross section factor〈συ〉pp and

the hydrogen abundanceX, we can compute the energy generation rate for hydrogen burning by the
combination of pp chains as

ǫpp = ψqHX2 ρ

mu
〈συ〉pp, (6.47)

whereqH = QH/4mu is the total energy release per gram of hydrogen burning andψ is a factor be-
tween 1 (for the pp1 chain) and 2 (for the pp2 and pp3 chains), depending on the relative frequency of
the chains. Bothψ andqH therefore depend on the temperature, because the three chains have differ-
ent neutrino losses. The overall temperature dependence ofǫpp is dominated by theT-dependence of
〈συ〉pp and is shown in Fig. 6.5. The pp chain is the least temperature-sensitive of all nuclear burning
cycles with a power-law exponentν (eq. 6.30) varying between about 6 atT6 ≈ 5 and 3.5 atT6 ≈ 20.

The CNO cycle

If some C, N, and O is already present in the gas out of which a star forms,and if the temperature
is sufficiently high, hydrogen fusion can take place via the so-calledCNO cycle. This is a cyclical
sequence of reactions that typically starts with a proton capture by a12C nucleus, as follows:

12C+ 1H→ 13N + γ
13N→ 13C+ e+ + ν

13C+ 1H→ 14N + γ
14N + 1H→ 15O+ γ

15O→ 15N + e+ + ν
15N + 1H→ 12C+ 4He

?

→ 16O+ γ
16O+ 1H→ 17F+ γ

17F→ 17O+ e+ + ν
17O+ 1H→ 14N + 4He

-

(6.48)
1For example, if we denote byrpD the rate of2H + 1H, one hasrpD = rpp, etc. Note that describing the p-p reaction as

‘slow’ and the2H + 1H as ‘fast’ refers to the difference in cross-section factors〈συ〉 and not to the number of reactions per
secondr given by eq. (6.8).
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The 12C nucleus is reproduced after the first six reactions, and thus only acts as a catalyst for the
net hydrogen burning reaction (6.44). This set of six reactions forms the main cycle, also called the
CN cycle. The15N + 1H reaction has a small probability (somewhat less than 10−3) to produce16O
instead of12C + 4He. This opens up a branching into the second cycle indicated in (6.48). The last
three reactions have the effect of transforming16O, which is initially very abundant, into14N and thus
bringing it into the main CN cycle. The relative proportions of C, N and O nuclei in the cycles change
according to the different speeds of the reactions involved, but the total number of CNO-nuclei is
always conserved. The threeβ-decay reactions have neutrino energies between 0.71 and 1.00 MeV
and decay times between 102 and 103 sec. Unless very rapid changes are considered, theseβ-decays
are so fast that one can ignore their detailed rates and the small resulting abundances of13N, 15O and
17F.

At high enough temperatures,T ∼> 1.5× 107 K, all reactions in the cycle come into a steady state
or ‘equilibrium’ where the rate of production of each nucleus equals its rateof consumption. In this
situation, as was the case with the p-p chain, the speed of the whole CNO cycleis controlled by the
slowest reaction (the one with the smallest cross-section) which is14N(p, γ)15O. This reaction acts
like a bottleneck that congests the nuclei in their flow through the cycle, and14N thus becomes by
far the most abundant of all the CNO nuclei. Looking at this in a bit more detail,the speed of the
different reactions in the cycle can be expressed in terms of the nuclear lifetimesτp against proton
captures, as defined in eq. (6.39). In equilibrium one has dn(12C)/dt = dn(13C)/dt, etc., so that

[

n(12C)
n(13C)

]

eq
=
〈σv〉13

〈σv〉12
=
τp(12C)

τp(13C)
, etc. (6.49)

For the reactions in the CN cycle one typically has

τp(15N) ≪ τp(13C) < τp(12C)≪ τp(14N) ≪ τnuc .

Thus nearly all initially present CNO nuclei are transformed into14N by the CNO cycle. Therefore,
apart from4He, the second-most important product of the CNO-cycle is14N – especially because the
gas out of which stars form is typically more abundant in carbon and oxygen than in nitrogen.

The energy generation rate of the CNO cycle in equilibrium can be written as

ǫCNO = qH X X14
ρ

mu
〈συ〉pN, (6.50)

Figure 6.5. Total energy generation rateǫH (in
erg g−1 s−1) for hydrogen burning as a function of
temperature, forρ = 1 g/cm3 and abundancesX = 1
andXCNO = 0.01. The dashed curves show the con-
tributions of the pp chain and the CNO cycle. Figure
from Kippenhahn.
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where〈συ〉pN is the cross-section factor of the14N(p, γ)15O reaction which controls the rate of the
whole cycle. X14 is the14N mass fraction in the energy-generating zone of the star, which is close
to the total abundanceXCNO of CNO nuclei once equilibrium is reached in the full CNO cycle. The
energy release per unit massqH = QH/4mu takes into account the neutrino losses, which for the CNO
cycle in equilibrium amounts toQH = 24.97 MeV. The temperature sensitivity of the CNO cycle is
much higher than for the pp chain, withν varying between 23 and 13 forT7 ranging from 1.0 to 5.0.
This is illustrated in Fig. 6.5 where the temperature dependence ofǫCNO is compared to that ofǫpp.
For the purpose of very simple approximations one can take

ǫpp ∝ X2 ρT4 and ǫCNO ∝ XX14ρT18. (6.51)

The strong difference in temperature sensitivity has the consequence that the pp chain dominates at
low temperatures,T7 ∼< 1.5, while the CNO cycle is dominant at higher temperatures.

6.4.2 Helium burning

Helium burning consists of the fusion of4He into a mixture of12C and16O, which takes place at
temperaturesT ∼> 108 K. Such high temperatures are needed because (1) the Coulomb barrier for
He fusion is higher than that of the H-burning reactions considered above, and (2) fusion of4He is
hindered by the fact that no stable nucleus exists with mass numberA = 8. Therefore helium burning
must occur in two steps:

4He+ 4He↔ 8Be
8Be+ 4He→ 12C

∗ → 12C+ γ
(6.52)

The 8Be nucleus temporarily formed in the first reaction has a ground state that is 92 keV higher in
energy than that of two separate4He nuclei. It therefore decays back into twoα particles after a few
time 10−16 s. While extremely short, this time is long enough to build up a very small equilibrium
concentration of8Be, which increases with temperature and reaches about 10−9 at T ≈ 108 K. Then
the second reaction8Be(α, γ)12C starts to occur at a significant rate, because of a resonance at just
the Gamow peak energy. The result is an excited compound nucleus12C

∗
which subsequently decays

to the ground state of12C with emission of aγ photon. The corresponding energy level in the12C
nucleus was predicted by Fred Hoyle in 1954, because he could not otherwise explain the existence
of large amounts of carbon in the Universe. This excited state of12C was subsequently found in
laboratory experiments.

The net effect of the two reactions (6.52) is called thetriple-α reaction,

34He→ 12C+ γ, (6.53)

which hasQ = 7.275 MeV. The energy release per unit mass isq3α = Q/m(12C) = 5.9× 1017 erg/g,
which is about 1/10 smaller than for H-burning. Since the two reactions need to occur almost simul-
taneously, the 3α reaction behaves as if it were a three-particle reaction and its rate is proportional to
n3
α. The energy-generation rate can be written as

ǫ3α = q3α X3
4 ρ

2 λ3α, (6.54)

where the temperature dependence is described by the factorλ3α, which depends on the combined
cross-sections of the two reactions (6.52).X4 ≈ Y is the mass fraction of4He. The temperature
sensitivity of the 3α rate is extremely high, withν ≈ 40 atT8 ≈ 1.0.

When a sufficient amount of12C has been created by the 3α reaction, it can capture a furtherα
particle to form16O,

12C+ 4He→ 16O+ γ, (6.55)
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Figure 6.6. Dependence of the mass fractions of
12C and16O on 4He during He-burning, for typical
conditions in intermediate-mass stars.

which hasQ = 7.162 MeV, orqαC = 4.32× 1017 erg per gram of produced16O. In principle further
α captures on16O are possible, forming20Ne, but during normal helium burning conditions these are
very rare. The12C(α, γ)16O reaction is strongly affected by resonances and its rate is quite uncertain.
This is important because this reaction competes with the 3α reaction for available4He nuclei, as
illustrated by Fig. 6.6. The final12C/16O ratio reached at the end of He-burning is therefore also
uncertain.

6.4.3 Carbon burning and beyond

In the mixture of mainly12C and16O that is left after helium burning, further fusion reactions can
occur if the temperature rises sufficiently. In order of increasing temperature, the nuclear burning
cycles that may follow are the following.

Carbon burning When the temperature exceedsT8 ∼> 5 the large Coulomb barrier for12C + 12C
fusion can be overcome. This is a complicated reaction, in which first an excited compound24Mg
nucleus is formed which can then decay via many different channels. The most important channels
are the following:

12C+ 12C→ 24Mg
∗ → 20Ne+ α Q = 4.616 MeV (∼ 50%)

→ 23Na+ p Q = 2.238 MeV (∼ 50%)
(6.56)

The protons andα particles released find themselves at extremely high temperatures compared to
those needed for hydrogen and helium burning, and will almost immediately react with other nuclei
in the mixture, from12C to 24Mg. Examples are23Na(p, α)20Ne, 20Ne(α, γ)24Mg and chains such as
12C(p, γ)13N(e+ν)13C(α,n)16O, where the neutron will immediately react further. The overall energy
release is obtained from the combination of all these reactions and is roughlyQ ≈ 13 MeV per
12C+12C reaction. The main products after exhaustion of all carbon are16O, 20Ne and24Mg (together
95% by mass fraction). These most abundant nuclei have equal numbers of protons and neutron, but
some of the side reactions produce neutron-rich isotopes like21,22Ne, 23Na and25,26Mg, so that after
C burning the overall composition has a ‘neutron excess’ (n/p > 1, orµe > 2).
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Neon burning The next nuclear burning cycle might be expected to be oxygen fusion, but already
at somewhat lower temperature (T9 ≈ 1.5) a process called ‘neon burning’ is initiated by the photo-
disintegration of20Ne. At this temperature a sufficient number of photons have energies in the MeV
range which is sufficient to break up the relatively fragile20Ne nucleus into16O and4He. This is
immediately followed by the capture of theα particle by another20Ne nucleus, thus:

20Ne+ γ ↔ 16O+ α Q = −4.73 MeV
20Ne+ α→ 24Mg + γ Q = 9.31 MeV

(6.57)

The first reaction is endothermic, but effectively the two reactions combine to 220Ne→ 16O+ 24Mg
with a net energy releaseQ > 0. The composition after neon burning is mostly16O and24Mg (together
95% by mass fraction).

Oxygen burning At T9 ≈ 2.0 fusion of16O nuclei sets in, which is in many ways analogous to the
carbon fusion reaction described above. Also in this case there are several reaction channels, the most
important ones being:

16O+ 16O→ 32S
∗ → 28Si+ α Q = 9.59 MeV (∼ 60%)

→ 31P+ p Q = 7.68 MeV (∼ 40%)
(6.58)

Similar to carbon burning, the p andα particles are immediately captured by other nuclei, giving
rise to a multitude of secondary reactions that eventually lead to a composition mostly consisting
of 28Si and32S (together 90% by mass fraction). The net energy release per16O + 16O reaction is
Q ≈ 16 MeV. Since some of the side reactions involveβ+-decays and electron captures, the neutron
excess of the final mixture is further increased.

Silicon burning The lightest and most abundant nucleus in the ashes of oxygen burning is28Si, but
the Coulomb barrier for28Si+ 28Si fusion is prohibitively high. Instead silicon burning proceeds by
a series of photo-disintegration (γ, α) andα-capture (α, γ) reactions whenT9 ∼> 3. Part of the silicon
‘melts’ into lighter nuclei, while another part captures the released4He to make heavier nuclei:

28Si (γ, α) 24Mg (γ, α) 20Ne (γ, α) 16O (γ, α) 12C (γ, α) 2α
28Si (α, γ) 32S (α, γ) 36Ar (α, γ) 40Ca (α, γ) 44Ti (α, γ) . . . 56Ni

(6.59)

Most of these reactions are in equilibrium with each other, e.g.28Si + γ ↔ 24Mg + α, and the
abundances of the nuclei can be described by nuclear equivalents ofthe Saha equation for ionization
equilibrium. ForT > 4× 109 K a state close tonuclear statistical equilibrium (NSE)can be reached,
where the most abundant nuclei are those with the lowest binding energy,constrained by the total
number of neutrons and protons present. The final composition is then mostly56Fe because n/p > 1
(due toβ-decays and e−-captures during previous burning cycles).

6.5 Neutrino emission

Neutrinos play a special role because their cross-section for interactionwith normal matter is ex-
tremely small. The neutrinos that are released as a by-product of nuclearreactions have typical
energies in the MeV range, and at such energies the interaction cross-section isσν ∼ 10−44 cm2.
The corresponding mean free path in matter at densityρ = nµmu is ℓν = 1/(nσν) = µmu/(ρσν) ∼
2× 1020 cm/ρ, for µ ≈ 1. Even at densities as high as 106 g/cm3, this givesℓν ∼ 3000R⊙. Therefore
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any neutrino produced in the interior of a normal star leaves the star withoutinteraction, carrying
away its energy. The energy of neutrinos therefore has to be treated separately from other forms of
energy, which are transported by a diffusive process due to a temperature gradient.

As mentioned before, the energy loss by neutrinos that are produced in nuclear reactions are
conventionally taken into account by subtracting the neutrino energy fromthe total energy release
of a reaction. In other words, theǫnuc term in the energy balance equation (5.4) is reduced and no
separateǫν term is needed for these neutrinos.

However, also in the absence of nuclear reactions,spontaneous neutrino emissioncan occur at
high densities and temperatures as a result of weak interaction processes. Owing to the fundamental
coupling of the electromagnetic and weak interactions, for each electronic process that emits a photon,
there is a very small but finite probability of emitting a neutrino-antineutrino pair instead of a photon.
The theory of weak interactions predicts this probability to be

P(νν̄)
P(γ)

≈ 3× 10−18
(

Eν

mec2

)4

, (6.60)

whereEν is the neutrino energy. Theseνν̄ emissions represent a direct loss of energy from the stellar
interior (a positiveǫν in eq. 5.4) and thus give rise tocoolingof the stellar matter.

The following processes of this type are important in stellar interiors (see Maeder Sec. 9.5 or
Kippenhahn Sec. 18.6 for more details):

Photo-neutrinos In the process of electron scattering, discussed in Sec. 5.3.1, a photon isscat-
tered by a free electron. There is a tiny probability (6.60) that the outgoing photon is replaced by
a neutrino-antineutrino pair:γ + e− → e− + ν + ν̄. The average neutrino energy isEν ∼ kT, and
therefore the probability of producing aνν̄ pair instead of a photon is proportional toT4. The rate of
neutrino emission is also proportional to the number density of photons,nγ ∝ T3, so thatǫν is a very
strong function of temperature, roughlyǫν ∝ T8. The process of photo-neutrino emission results in
significant cooling of stellar matter atT ∼> 2× 108 K.

Pair annihilation neutrinos At temperatures,T ∼> 109 K, energetic photons can undergo pair cre-
ation (Sec. 3.6.2), quickly followed by annihilation of the electron-positron pair. This normally yields
two photons and these processes reach an equilibrium (γ+ γ ↔ e+ +e−). Once in every∼ 1019 cases,
however, the annihilation produces a neutrino-antineutrino pair: e+ + e− → ν + ν̄, which results in a
small one-way leakage out of the equilibrium exchange. This representsan important energy loss in a
very hot, but not too dense plasma (ǫν increases even more strongly withT than for photo-neutrinos,
but is inversely proportional toρ).

Plasma-neutrinos In a dense plasma, an electromagnetic wave can generate collective oscillations
of the electrons. The energy of these waves is quantized and a quantum of this oscillation energy is
called a ‘plasmon’. The plasmon usually decays into photons, but again there is a finite probability
(6.60) of νν̄ emission. This process of neutrino energy loss dominates at high density, when the
electron gas is degenerate.

Bremsstrahlung neutrinos Bremsstrahlung is the emission of a photon by an electron that is
slowed down in the Coulomb field of an atomic nucleus (the inverse of free-free absorption, Sec. 5.3.1).
The small probability ofνν̄ emission instead of a photon gives rise to significant cooling at low tem-
perature and very high density. Unlike the processes discussed above, Bremsstrahlung depends on
the presence of nuclei and therefore is more efficient for heavy elements (the neutrino emission rate
is ∝ Z2/A).
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The Urca process This process is different from the ones discussed above in that it involves nuclear
transformations. Certain nuclei (Z,A) can capture an electron and subsequently undergo aβ-decay
back to the original nucleus,

(Z,A) + e− → (Z − 1,A) + ν

(Z − 1,A) → (Z,A) + e− + ν̄.
(6.61)

The net result is that the original particles are restored and two neutrinosare emitted. Only certain
nuclei are suitable for this process: the nucleus (Z−1,A) must beβ-unstable and have a slightly higher
rest energy than (Z,A), and the captured electron must be energetic enough to make the first reaction
possible. These conditions are quite restrictive and the Urca process is inconsequential under most
conditions found in stars, but it can play a role in very late stages of evolution at very high densities.

Suggestions for further reading

The contents of this chapter are also covered by Chapter 9 of Maeder and by Chapter 18 of Kippen-
hahn.

Exercises

6.1 Conceptual questions: Gamow peak

N.B. Discuss your answers to this question with your fellow students or with the assistant.

In the lecture (see eq. 6.22) you saw that the reaction rate isproportional to

〈συ〉 =
(

8
mπ

)1/2 S(E0)
(kT)3/2

∫ ∞

0
e−E/kTe−b/E1/2

dE,

where the factorb = π(2m)1/2Z1Z2e2/~, andm= m1m2/(m1 +m2) is the reduced mass.

(a) Explain in general terms the meaning of the termse−E/kT ande−b/E1/2
.

(b) Sketch both terms as function ofE. Also sketch the product of both terms.

(c) The reaction rate is proportional to the area under the product of the two terms. Draw a similar
sketch as in question (b) but now for a higher temperature. Explain why and how the reaction rate
depends on the temperature.

(d) Explain why hydrogen burning can take place at lower temperatures than helium burning.

(e) Elements more massive than iron, can be produced by neutron captures. Neutron captures can
take place at low temperatures (even at terrestrial temperatures). Can you explain why?

6.2 Hydrogen burning

(a) Calculate the energy released per reaction in MeV (theQ-value) for the three reactions in the pp1
chain. (Hint: first calculate the equivalent ofmuc2 in MeV.)

(b) What is the total effectiveQ-value for the conversion of four1H nuclei into4He by the pp1 chain?
Note that in the first reaction (1H + 1H→ 2H + e+ + ν) a neutrino is released with (on average) an
energy of 0.263 MeV.

(c) Calculate the energy released by the pp1 chain in erg/g.

(d) Will the answer you get in (c) be different for the pp2 chain, the pp3 chain or the CNO cycle? If
so, why? If not, why not?
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6.3 Relative abundances for CN equilibrium

Estimate the relative abundances of the nuclei CN-equilibrium if their lifetimes against proton capture
atT = 2× 107 K are:τp(15N) = 30 yr,τp(13C) = 1600 yr,τp(12C) = 6600 yr andτp(14N) = 6× 105 yr.

6.4 Helium burning

(a) Calculate the energy released per gram for He burning by the 3α reaction and the12C+α reaction,
if the final result is a mixture of 50% carbon and 50% oxygen (bymass fraction).

(b) Compare the answer to that for H-burning. How is this related to the duration of the He-burning
phase, compared to the main-sequence phase?

6.5 Comparing radiative and convective cores

Consider a H-burning star of massM = 3M⊙, with a luminosityL of 80L⊙, and an initial composition
X = 0.7 andZ = 0.02. The nuclear energy is generated only in the central 10% ofthe mass, and the
energy generation rate per unit mass,ǫnuc, depends on the mass coordinate as

ǫnuc = ǫc

(

1− m
0.1M

)

(a) Calculate and draw the luminosity profile,l, as a function of the mass,m. Expressǫc in terms of
the known quantities for the star.

(b) Assume that all the energy is transported by radiation. Calculate the H-abundance as a function of
mass and time,X = X(m, t). What is the central value forX after 100 Myr? DrawX as a function
of m. (Hint: the energy generation per unit mass isQ = 6.3× 1018 erg g−1).

(c) In reality,ǫnuc is so high that the inner 20% of the mass is unstable to convection. Now, answer the
same question as in (b) and draw the newX profile as a function ofm. By how much is the central
H-burning lifetime extended as a result of convection?
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Chapter 7

Stellar models and stellar stability

In the previous chapters we have reviewed the most important physical processes taking place in
stellar interiors, and we derived the differential equations that determine the structure and evolution of
a star. By putting these ingredients together we can construct models of spherically symmetric stars.
Because the complete set of equations is highly non-linear and time-dependent, their full solution
requires a complicated numerical procedure. This is what is done in detailedstellar evolution codes,
the results of which will be described in later chapters. We will not go into anydetail about the
numerical methods commonly used in such codes – for those interested, some of these details may be
found in Chapter 24.2 of Maeder or Chapter 11 of Kippenhanhn.

The main purpose of this chapter is to briefly analyse the differential equations of stellar evolution
and their boundary conditions, and to see how the full set of equations can be simplified in some
cases to allow simple or approximate solutions – so-calledsimple stellar models. We also address the
question of the stability of stars – whether the solutions to the equations yield a stable structure or
not.

7.1 The differential equations of stellar evolution

Let us collect and summarize the differential equations for stellar structure and evolution that we have
derived in the previous chapters, regardingmas the spatial variable, i.e. eqs. (2.6), (2.11), (5.4), (5.17)
and (6.41):

∂r
∂m
=

1
4πr2ρ

(7.1)

∂P
∂m
= − Gm

4πr4
− 1

4πr2

∂2r
∂t

(7.2)

∂l
∂m
= ǫnuc− ǫν − T

∂s
∂t

(7.3)

∂T
∂m
= − Gm

4πr4

T
P
∇ with ∇ =























∇rad =
3κ

16πacG
lP

mT4
if ∇rad ≤ ∇ad

∇ad+ ∆∇ if ∇rad > ∇ad

(7.4)

∂Xi

∂t
=

Aimu

ρ

(

−
∑

j

(1+ δi j ) r i j +
∑

k,l

rkl,i

)

[+ mixing terms] i = 1 . . .N (7.5)
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Note that eq. (7.2) is written in its general form, without pre-supposing hydrostatic equilibrium. In
eq. (7.3) we have replaced∂u/∂t−(P/ρ2)∂ρ/∂t by T∂s/∂t, according to the combined first and second
laws of thermodynamics. Eq. (7.4) is generalized to include both the cases ofradiative and convective
energy transport. The term∆∇ is the superadiabaticity of the temperature gradient that must follow
from a theory of convection (in practice, the mixing length theory); for the interior one can take
∆∇ = 0 except in the outermost layers of a star. Finally, eq. (7.5) has been modified to add ‘mixing
terms’ that describe the redistribution (homogenization) of composition in convective regions. There
areN such equations, one for each nucleus (isotope) indicated by subscripti.

The set of equations above comprise 4+ N partial differential equations that should be solved
simultaneously. Let us count the number of unknown variables. Making use of the physics discussed
in previous chapters, the functionsP, s, κ, ∇ad, ∆∇, ǫnuc, ǫν and the reaction ratesr i j can all be
expressed as functions ofρ, T and compositionXi . We are therefore left with 4+N unknown variables
(r, ρ, T, l and theXi) so that we have a solvable system of equations.

The variablesr, ρ, T, l andXi appearing in the equations are all functions of twoindependent
variables,m and t. We must therefore find a solution to the above set of equations on the interval
0 ≤ m≤ M for t > t0, assuming the evolution starts at timet0. Note thatM generally also depends on
t in the presence of mass loss. A solution therefore also requires specification of boundary conditions
(atm= 0 andm= M) and ofinitial conditions, for exampleXi(m, t0).

7.1.1 Timescales and initial conditions

Let us further analyse the equations. Three kinds of time derivatives appear:

• ∂2r/∂t2 in eq. (7.2), which describes hydrodynamical changes to the stellar structure. These
occur on the dynamical timescaleτdyn which as we have seen is very short. Thus we can
normally assume hydrostatic equilibrium and∂2r/∂t2 = 0, in which case eq. (7.2) reduces to
the ordinary differential equation (2.13). Note that HE was explicitly assumed in eq. (7.4).

• T∂s/∂t in eq. (7.3), which is often written as an additional energy generation term (eq. 5.5):

ǫgr = −T
∂s
∂t
= −∂u
∂t
+

P

ρ2

∂ρ

∂t

It describes changes to the thermal structure of the star, which can result from contraction
(ǫgr > 0) or expansion (ǫgr < 0) of the layers under consideration. Such changes occur on the
thermal timescaleτKH . If a star evolves on a much longer timescale thanτKH then ǫgr ≈ 0
and the star is in thermal equilibrium. Then also eq. (7.3) reduces to an ordinary differential
equation, eq. (5.7).

• ∂Xi/∂t in eqs. (7.5), describing changes in the composition. For the most abundant elements –
the ones that affect the stellar structure – such changes normally occur on the longest, nuclear
timescaleτnuc.

Because normallyτnuc ≫ τKH ≫ τdyn, composition changes are usually very slow compared to the
other time derivatives. In that case eqs. (7.5) decouple from the other four equations (7.1–7.4), which
can be seen to describe thestellar structurefor a given compositionXi(m).

For a star in both HE and TE (also called ‘complete equilibrium’), the stellar structure equa-
tions (7.1–7.4) become a set of ordinary differential equations, independent of time. In that case it is
sufficient to specify the initial composition profilesXi(m, t0) as initial conditions. This is the case for
so-calledzero-age main sequencestars: the structure at the start of the main sequence depends only
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on the initial composition, and is independent of the uncertain details of the starformation process, a
very fortunate circumstance!

If a star starts out in HE, but not in TE, then the time derivative represented by ǫgr remains in the
set of structure equations. One would then also have to specify the specific entropy profiles(m, t0)
as an initial condition. This is the case if one considers pre-main sequence stars. Fortunately, as we
shall see later, in this case there is also a simplifying circumstance: pre-main sequence stars start out
as fully convective gas spheres. This means that their temperature and pressure stratification is nearly
adiabatic, so thats can be taken as constant throughout the star. It then suffices to specify the initial
entropy.

7.2 Boundary conditions

The boundary conditions for the differential equations of stellar evolution constitute an important part
of the overall problem. Not all boundary conditions can be specified at one end of the interval [0,M]:
some boundary conditions are set in the centre and others at the surface. This means that direct
forward integration of the equations is not possible, and the influence of the boundary conditions on
the solutions is not easy to foresee.

7.2.1 Central boundary conditions

At the centre (m = 0), both the density and the energy generation rate must remain finite. Therefore,
bothr andl must vanish in the centre:

m= 0 : r = 0 and l = 0. (7.6)

However, nothing is known a priori about the central values ofP andT. Therefore the remaining two
boundary conditions must be specified at the surface rather than the centre.

It is possible to get some idea of the behaviour of the variables close to the centre by means of a
Taylor expansion. Even thoughPc andTc are unknown, one can do this also forP andT, writing for
example

P = Pc +m

[

dP
dm

]

c
+ 1

2m2
[

d2P

dm2

]

c
+ . . .

and making use of the stellar structure equations for dP/dm, etc, see Exercise 7.5.

7.2.2 Surface boundary conditions

At the surface (m= M, or r = R), the boundary conditions are generally much more complicated than
at the centre. One may treat the surface boundary conditions at different levels of sophistication.

• The simplest option is to takeT = 0 andP = 0 at the surface (the ‘zero’ boundary conditions).
However, in realityT andP never become zero because the star is surrounded by an interstellar
medium with very low, but finite density and temperature.

• A better option is to identify the surface with thephotosphere, which is where the bulk of the
radiation escapes and which corresponds with the visible surface of the star. The photospheric
boundary conditions approximate the photosphere with a single surface atoptical depthτ = 2

3.
We can write

τph =

∫ ∞

R
κρ dr ≈ κph

∫ ∞

R
ρ dr, (7.7)
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whereκph is an average value of opacity over the atmosphere (all layers above the photosphere).
If the atmosphere is geometrically thin we also have

dP
dr
= −GM

R2
ρ ⇒ P(R) ≈ GM

R2

∫ ∞

R
ρ dr. (7.8)

Sinceτph =
2
3 andT(R) ≈ Teff we can combine the above equations to write the photospheric

boundary conditions as:

m= M (r = R) : P =
2
3

GM

κphR2
and L = 4πR2σT4. (7.9)

• The problem with the photospheric boundary conditions above is that the radiative diffusion
approximation on which it is based breaks down whenτ ∼< a few. The best solution is therefore
to fit a detailed stellar atmosphere modelto an interior shell (atτ > 2

3) where the radiative dif-
fusion approximation is still valid. This is a more complicated and time-consuming approach,
and in many (but not all) practical situations the photospheric conditions aresufficient.

7.2.3 Effect of surface boundary conditions on stellar structure

It is instructive to look at the effect of the surface boundary conditions on the solution for the structure
of the outer envelope of a star. Assuming complete (dynamical and thermal) equilibrium, the envelope
contains only a small fraction of the mass and no energy sources. In that casel = L andm≈ M. It is
then better to takeP, rather thanm, as the independent variable describing depth within the envelope.
We can write the equation for radiative energy transport as

dT
dP
=

T
P
∇rad =

3
16πacG

κl

mT3
≈ const· L

M
κ

T3
(7.10)

Figure 7.1. Schematic diagram of logT versus logP illustrating the different types of envelope structure
solutions, as discussed in the text. Figure from Kippenhahn & Weigert.
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Figure 7.2. Structure of detailed stellar models on
the zero-age main sequence in the logP, logT dia-
gram. Each curve is for a different mass, from top
to bottom: 16M⊙, 8M⊙, 4M⊙, 2M⊙, 1M⊙, 0.5M⊙
and 0.25M⊙. The+ symbols on each curve indicate,
for increasingP, the part of the envelope containing
0.01M, 0.1M and 0.5M (so most of theT andP vari-
ation in the envelope occurs in the outer 1 % of the
mass). The dotted (blue) parts of each curve indicate
radiative regions of the star, the solid (red) parts indi-
cate convective regions.

Stars withM ≤ 1 M⊙ have lowTeff and therefore
convective envelopes. The depth of the convective
envelope increases strongly with decreasing surface
temperature (and thus with decreasing mass); the
0.25M⊙ star is completely convective. On the other
hand, more massive stars have higherTeff and mostly
radiative envelopes, except for small convective lay-
ers near the surface caused by partial ionization.

We also approximate the opacity by a simple law,κ = κ0PaTb (this can represent e.g. Kramers opacity,
a = 1, b = −4.5; or electron scattering,a = b = 0). We can then integrate dT/dP to give

T4−b = B (P1+a +C) (7.11)

whereB ∝ L/M = constant andC is an integration constant, determined by the boundary conditions.
For the Kramers opacity, which is a reasonable approximation for stellar envelopes of moderate tem-
peratures, we findT8.5 = B (P2 +C).

The different possible solutions are characterized by the value ofC, and the various possibilities
are illustrated in Fig. 7.1. At large enough pressure,P ≫

√
C, all solutions approachT ∝ P2/8.5 ≈

P0.235. This corresponds to an actual temperature gradient,∇ = d logT/d logP = 0.235< ∇ad ≈ 0.4,
which is consistent with the assumed radiative transport. There is a fundamental difference between
solutions withC ≥ 0 andC < 0, however.

Radiative envelopescorrespond to solutions withC ≥ 0. In the special caseC = 0 the slope
of the solution∇ remains equal to 0.235 whenP,T → 0. This corresponds to the ‘zero’
boundary conditions discussed above. ForC > 0 the solutions lie above theC = 0 line,
and the slope decreases (∇ < 0.235) as the surface is approached. This corresponds to more
realistic, e.g. photospheric, boundary conditions with large enoughTeff, demonstrating that
stars with relatively hot photospheres have radiative envelopes. In practice this is the case
whenTeff ∼> 9000 K. Fig. 7.1 demonstrates that such envelope solutions quickly approach the
‘radiative zero’ structure,C = 0. This means that the envelope structure is insensitive to the
assumed surface boundary conditions, and in practice the photosphericBC’s are sufficient.

Convective envelopescorrespond to solutions withC < 0. In this case the solutions lie below the
C = 0 line, and their slope increases as logP decreases. This is shown by the dotted line in
Fig. 7.1. However, the assumption of radiative transport breaks down when∇ > ∇ad ≈ 0.4
and convection sets in. Therefore,stars with cool photospheres have convective envelopes, in
practice whenTeff ∼< 9000 K. The actual temperature stratification in the envelope is close to
adiabatic,∇ = ∇ad, until the surface is approached. Before this happens, however, partial ion-
ization decreases∇ad below 0.4 and gives rise to a much shallower slope. Since the different
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solution lie close together near the surface, but further apart in the interior, the structure of a
convective envelopeis sensitive to the surface boundary conditions. This means that the struc-
ture also depends on the uncertain details of near-surface convection (see Sec. 5.5). A small
change or uncertainty inTeff can have a large effect on the depth of the convective envelope!
For small enoughTeff the whole star can become convective (leading to the Hayashi line in the
H-R diagram, see Sect. 9.1.1).

The approximate description given here is borne out by detailed stellar structure calculations, as
demonstrated in Fig. 7.2. Also note that if we assume electron scattering insteadof Kramers opacity,
the description remains qualitatively the same (the radiative zero solution then has∇ = 0.25 instead
of 0.235).

7.3 Equilibrium stellar models

For a star in both hydrostatic and thermal equilibrium, the four partial differential equations for stellar
structure (eqs. 7.1–7.4) reduce to ordinary, time-independent differential equations. We can further
simplify the situation somewhat, by ignoring possible neutrino losses (ǫν) which are only important in
very late stages of evolution, and ignoring the superadiabaticity of the temperature gradient in surface
convection zones. We then arrive at the following set of structure equations that determine the stellar
structure for a given composition profileXi(m):

dr
dm
=

1
4πr2ρ

(7.12)

dP
dm
= − Gm

4πr4
(7.13)

dl
dm
= ǫnuc (7.14)

dT
dm
= − Gm

4πr4

T
P
∇ with ∇ =























∇rad =
3κ

16πacG
lP

mT4
if ∇rad ≤ ∇ad

∇ad if ∇rad > ∇ad

(7.15)

We note that the first two equations (7.12 and 7.13) describe themechanical structureof the star, and
the last two equations (7.14 and 7.15) describe thethermal and energeticstructure. They are coupled
to each other through the fact that, for a general equation of state,P is a function of bothρ andT.

Although simpler than the full set of evolution equations, this set still has no simple, analytic
solutions. The reasons are that, first of all, the equations are very non-linear: e.g.ǫnuc ∝ ρTν with
ν ≫ 1, andκ is a complicated function ofρ andT. Secondly, the four differential equations are
coupled and have to be solved simultaneously. Finally, the equations have boundary conditions at
both ends, and thus require iteration to obtain a solution.

It is, however, possible to make additional simplifying assumptions so that under certain cir-
cumstances an analytic solution or a much simpler numerical solution is possible. We have already
discussed one example of such a simplifying approach in Chapter 4, namely the case ofpolytropic
modelsin which the pressure and density are related by an equation of the form

P = K ργ.

Since in this caseP does not depend onT, the mechanical structure of a stellar model can be computed
in a simple way, independent of its thermal and energetic properties, by solving eqs. (7.12) and (7.13).
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Another approach is to consider simple scaling relations between stellar modelswith different
masses and radii, but all having the same (or a very similar) relative density distributions. If a detailed
numerical solution can be computed for one particular star, these so-calledhomology relationscan be
used to find an approximate model for another star.

7.4 Homology relations

Solving the stellar structure equations almost always requires heavy numerical calculations, such as
are applied in detailed stellar evolution codes. However, there is often a kindof similarity between
the numerical solutions for different stars. These can be approximated by simple analytical scaling
relations known ashomology relations. In past chapters we have already applied simple scaling
relations based on rough estimates of quantities appearing in the stellar structure equations. In this
section we will put these relations on a firmer mathematical footing.

The requirements for the validity of homology are very restrictive, and hardly ever apply to re-
alistic stellar models. However, homology relations can offer a rough but sometimes very helpful
basis for interpreting the detailed numerical solutions. This applies to models forstars on themain
sequenceand to so-calledhomologous contraction.

Definition Compare two stellar models, with massesM1 and M2 and radiiR1 andR2. All interior
quantities in star 1 are denoted by subscript ’1’ (e.g. the mass coordinatem1), etc. Now consider
so-calledhomologous mass shellswhich have the same relative mass coordinate,x ≡ m/M, i.e.

x =
m1

M1
=

m2

M2
(7.16)

The two stellar models are said to behomologousif homologous mass shells within them are
located at the same relative radiir/R, i.e.

r1(x)
R1
=

r2(x)
R2

or
r1(x)
r2(x)

=
R1

R2
(7.17)

for all x.

Comparing two homologous stars, the ratio of radiir1/r2 for homologous mass shells is constant. In
other words, two homologous stars havethe same relative mass distribution, and therefore (as we
shall prove shortly) the same relative density distribution.

All models have to obey the stellar structure equations, so that the transition for one homologous
model to another has consequences for all other variables. We start byanalysing the first two structure
equations.

• The first stellar structure equation (7.12) can be written for star 1 as

dr1

dx
=

M1

4πr1
2ρ1

(7.18)

If the stars are homologous, then from eq. (7.17) we can substituter1 = r2 (R1/R2) and obtain

dr2

dx
=

M2

4πr2
2ρ2
·
[

ρ2

ρ1

M1

M2

(R2

R1

)3]

. (7.19)
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We recognize the structure equation for the radius of star 2 (i.e. eq. 7.18 with subscript ‘1’ re-
placed by ‘2’), multiplied by the factor in square brackets on the right-handside. This equation
must hold generally, which is only the case if the factor in square brackets isequal to one for
all values ofx, that is if

ρ2(x)
ρ1(x)

=
M2

M1

(R2

R1

)−3

. (7.20)

This must hold at any homologous mass shell, and therefore also at the centre of each star. The
factor M R−3 is proportional to the average density ¯ρ, so that the density at any homologous
shell scales with the central density, or with the average density:

ρ(x) ∝ ρc ∝ ρ̄ (7.21)

Note that, therefore, any two polytropic models with the same indexn are homologous to each
other.

• We can apply a similar analysis to the second structure equation (7.13) for hydrostatic equilib-
rium. For star 1 we have

dP1

dx
= −GM1

2x

4πr1
4

(7.22)

so that after substitutingr1 = r2 (R1/R2) we obtain

dP1

dx
= −GM2

2x

4πr2
4
·
[

(M1

M2

)2 (R2

R1

)4]

=
dP2

dx
·
[

(M1

M2

)2 (R2

R1

)4]

, (7.23)

where the second equality follows because star 2 must also obey the hydrostatic equilibrium
equation. Hence we have dP1/dx = C dP2/dx, with C equal to the (constant) factor in square
brackets. Integrating we obtainP1(x) = C P2(x) + B, where the integration constantB = 0
because at the surface,x→ 1, for both starsP→ 0. Thus we obtain

P2(x)
P1(x)

=

(

M2

M1

)2 (

R2

R1

)−4

, (7.24)

at any homologous mass shell. Again this must include the centre, so that for all x:

P(x) ∝ Pc ∝
M2

R4
. (7.25)

The pressure required for hydrostatic equilibrium therefore scales withM2/R4 at any homolo-
gous shell. Note that we found the same scaling of thecentralpressure withM andR from our
rough estimate in Sect. 2.2, and for polytropic models of the same indexn.

We can combine eqs. (7.20) and (7.24) to show that two homologous stars mustobey the following
relation between pressure and density at homologous points,

P2(x)
P1(x)

=

(

M2

M1

)2/3 (

ρ2(x)
ρ1(x)

)4/3

, (7.26)

or

P(x) ∝ M2/3ρ(x)4/3. (7.27)
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7.4.1 Homology for radiative stars composed of ideal gas

In order to obtain simple homology relations from the other structure equations, we must make addi-
tional assumptions. We start by analysing eq. (7.15).

• First, let us assume theideal gasequation of state,

P =
R
µ
ρT.

Let us further assume that in each star thecomposition is homogeneous, so thatµ is a constant
for both stars, though not necessarily the same. We can then combine eqs.(7.20) and (7.24) to
obtain a relation between the temperatures at homologous mass shells,

T2(x)
T1(x)

=
µ2

µ1

M2

M1

(

R2

R1

)−1

or T(x) ∝ Tc ∝ µ
M
R

(7.28)

• Second, we will assume the stars are inradiative equilibrium. We can then write eq. (7.15) as

d(T4)
dx

= − 3M

16π2ac

κl

r4
(7.29)

This contains two as yet unknown functions ofx on the right-hand side,κ andl. We must there-
fore make additional assumptions about the opacity, which we can very roughly approximate
by a power law,

κ = κ0 ρ
aTb. (7.30)

For a Kramers opacity law, we would havea = 1 andb = −3.5. However, for simplicity let us
assume aconstant opacitythroughout each star (but likeµ, not necessarily the same for both
stars). Then a similar reasoning as was held above for the pressure, allows us to transform
eq. (7.29) into an expression for the ratio of luminosities at homologous points,

(

T2(x)
T1(x)

)4

=
l2(x)
l1(x)

M2

M1

κ2

κ1

(

R2

R1

)−4

⇒ l2(x)
l1(x)

=

(

µ2

µ1

)4 (

M2

M1

)3 (

κ2

κ1

)−1

(7.31)

making use of eq. (7.28) to obtain the second expression. This relation alsoholds for the surface
layer, i.e. for the total stellar luminosityL. Hencel(x) ∝ L and

L ∝ 1
κ
µ4M3 (7.32)

This relation represents amass-luminosity relationfor a radiative, homogeneous star with con-
stant opacity and ideal-gas pressure.

Note that we obtained a mass-luminosity relation (7.32) without making any assumption about the
mode of energy generation (and indeed, without even having to assume thermal equilibrium, because
we have not yet made use of eq. 7.14). We can thus expect a mass-luminosity relation to hold not
only on the main-sequence, but for any star in radiative equilibrium. What this relation tells us is that
the luminosity depends mainly on how efficiently energy can be transported by radiation: a higher

105



opacity gives rise to a smaller luminosity, because the nontransparent layers work like a blanket
wrapped around the star. In practice, for a star in thermal equilibrium (e.g. on the main sequence) the
power generated by nuclear reactionsLnuc adapts itself to the surface luminosityL, and thereby also
the central temperature needed to make the nuclear reactions proceed at the rate dictated byL.

Note, however, that the simple mass-luminosity relation (7.32) depends on the assumption of
constant opacity. If we assume a Kramers opacity law, the mass-luminosity alsodepends (weakly) on
the radius. It is left as an exercise to show that, in this case

L ∝ µ
7.5M5.5

R0.5
. (7.33)

This means that if the opacity is not a constant, there is a weak dependence of the luminosity on the
mode of energy generation, through the radius dependence (see Sec.7.4.2).

7.4.2 Main sequence homology

For stars that are in thermal equilibrium we can make use of the last structureequation (7.14) to derive
further homology relations for the radius as a function of mass. We then have to assume a specific
form for the energy generation rate, say

ǫnuc = ǫ0 ρT
ν (7.34)

so that eq. (7.14) can be written as

dl
dx
= ǫ0 M ρTν (7.35)

By making use of the other homology relations, including the mass-luminosity relation eq. (7.32), we
obtain for a homogeneous, radiative star with constant opacity and consisting of an ideal gas:

R∝ µ(ν−4)/(ν+3) M(ν−1)/(ν+3) (7.36)

The slope of thismass-radius relationtherefore depends onν, that is, on the mode of nuclear energy
generation. For main-sequence stars, in which hydrogen fusion provides the energy source, there are
two possibilities, see Table 7.1.

We can also obtain relations between the central temperature and central density and the mass of
a star in thermal equilibrium, by combining the homology relations for the radius (7.36) with those
for density and temperature (7.20 and 7.28):

ρc ∝ µ3(4−ν)/(ν+3) M2(3−ν)/(ν+3) (7.37)

Tc ∝ µ7/(ν+3) M4/(ν+3) (7.38)

Again, the result depends on the mode of energy generation through the value ofν. For main-sequence
stars the possibilities are tabulated in Table 7.1.

The mass-luminosity and mass-radius relations (7.32) and (7.36) can be compared to the observed
relations for main-sequence stars that were presented in Chapter 1, andto the results of detailed stellar
structure calculations. This comparison is deferred to Chapter 9, where the main sequence is discussed
in more detail.

Table 7.1. Homology relations for the radius, central temperature andcentral density of main-sequence stars

pp-chain ν ≈ 4 R∝ M0.43 Tc ∝ µM0.57 ρc ∝ M−0.3

CNO cycle ν ≈ 18 R∝ µ2/3M0.81 Tc ∝ µ1/3M0.19 ρc ∝ µ−2M−1.4
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7.4.3 Homologous contraction

We have seen in Chapter 2 that, as a consequence of the virial theorem, a star without internal energy
sources must contract under the influence of its own self-gravity. Suppose that this contraction takes
place homologously. According to eq. (7.17) each mass shell inside the starthen maintains the same
relative radiusr/R. Writing ṙ = ∂r/∂t, etc., this means that

ṙ(m)
r(m)

=
Ṙ
R
.

Since in this case we compare homologous models with the same massM, we can replacex by the
mass coordinatem. For the change in density we obtain from eq. (7.20) that

ρ̇(m)
ρ(m)

= −3
Ṙ
R
, (7.39)

and if the contraction occursquasi-statically, i.e. slow enough to maintain HE, then the change in
pressure follows from eq. (7.24),

Ṗ(m)
P(m)

= −4
Ṙ
R
=

4
3
ρ̇(m)
ρ(m)

. (7.40)

To obtain the change in temperature for a homologously contracting star, we have to consider the
equation of state. Writing the equation of state in its general, differential form eq. (3.48) we can
eliminateṖ/P to get

Ṫ
T
=

1
χT

(4
3
− χρ

)

ρ̇

ρ
=

1
χT

(3χρ − 4)
Ṙ
R
. (7.41)

Hence the temperature increases as a result of contraction as long asχρ <
4
3. For an ideal gas,

with χρ = 1, the temperature indeed increases upon contraction, in accordance with our (qualitative)
conclusion from the virial theorem. Quantitatively,

Ṫ
T
=

1
3
ρ̇

ρ
.

However, for a degenerate electron gas withχρ = 5
3 eq. (7.41) shows that the temperature decreases,

in other words a degenerate gas sphere willcool upon contraction. The full consequences of this
important result will be explored in Chapter 8.

7.5 Stellar stability

We have so far considered stars in both hydrostatic and thermal equilibrium.But an important ques-
tion that remains to be answered is whether these equilibria arestable. From the fact that stars can
preserve their properties for very long periods of time, we can guess that this is indeed the case. But
in order to answer the question of stability, and find out under what circumstances stars may become
unstable, we must test what happens when the equilibrium situation is perturbed: will the perturba-
tion be quenched (stable situation) or will it grow (unstable situation). Since there are two kinds of
equilibria, we have to consider two kinds of stability:

• dynamical stability: what happens when hydrostatic equilibrium is perturbed?

• thermal (secular) stability: what happens when the thermal equilibrium situation is perturbed?
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7.5.1 Dynamical stability of stars

The question of dynamical stability relates to the response of a certain part of a star to a perturbation
of the balance of forces that act on it: in other words, a perturbation of hydrostatic equilibrium. We
already treated the case of dynamical stability tolocal perturbations in Sec. 5.5.1, and saw that in this
case instability gives rise toconvection. In this section we look at the global stability of concentric
layers within a star to radial perturbations, i.e. compression or expansion.A rigorous treatment of
this problem is very complicated, so we will only look at a very simplified example toillustrate the
principles.

Suppose a star in hydrostatic equilibrium is compressed on a short timescale,τ ≪ τKH , so that
the compression can be considered as adiabatic. Furthermore suppose that the compression occurs
homologously, such that its radius decreases fromR to R′. Then the density at any layer in the star
becomes

ρ→ ρ′ = ρ
(

R′

R

)−3

and the new pressure after compression becomesP′, given by the adiabatic relation

P′

P
=

(

ρ′

ρ

)γad

=

(

R′

R

)−3γad

.

The pressure required for HE after homologous contraction is

(

P′

P

)

HE
=

(

ρ′

ρ

)4/3

=

(

R′

R

)−4

Therefore, ifγad >
4
3 thenP′ > P′HE and the excess pressure leads to re-expansion (on the dynamical

timescaleτdyn) so that HE is restored. If, however,γad <
4
3 thenP′ < P′HE and the increase of pressure

is not sufficient to restore HE. The compression will therefore reinforce itself, andthe situation is
unstable on the dynamical timescale. We have thus obtained a criterion fordynamical stability:

γad >
4
3 (7.42)

It can be shown rigorously that a star that hasγad >
4
3 everywhere is dynamically stable, and ifγad =

4
3

it is neutrally stable. However, the situation whenγad <
4
3 in some part of the star requires further

investigation. It turns out that global dynamical instability is obtained when theintegral
∫

(

γad−
4
3

)P
ρ

dm (7.43)

over the whole star is negative. Therefore ifγad <
4
3 in a sufficiently large core, whereP/ρ is high,

the star becomes unstable. However ifγad <
4
3 in the outer layers whereP/ρ is small, the star as a

whole need not become unstable.

Cases of dynamical instability

Stars dominated by an ideal gas or by non-relativistic degenerate electrons haveγad =
5
3 and are

therefore dynamically stable. However, we have seen that for relativisticparticlesγad→ 4
3 and stars

dominated by such particles tend towards a neutrally stable state. A small disturbance of such a star
could either lead to a collapse or an explosion. This is the case ifradiation pressuredominates (at
highT and lowρ), or the pressure of relativistically degenerate electrons (at very highρ).
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A process that can lead toγad <
4
3 is partial ionization (e.g. H↔ H+ + e−), as we have seen

in Sec. 3.5. Since this normally occurs in the very outer layers, whereP/ρ is small, it does not
lead to overall dynamical instability of the star. However, partial ionization is connected to driving
oscillations in some kinds of star.

At very high temperatures two other processes can occur that have a similar effect to ionization.
These arepair creation(γ + γ ↔ e+ + e−, see Sect. 3.6.2) andphoto-disintegrationof nuclei (e.g.
γ + Fe↔ α). These processes, that may occur in massive stars in late stages of evolution, also lead
to γad <

4
3 but now in the core of the star. These processes can lead to a stellar explosion or collapse

(see Chapter 13).

7.5.2 Secular stability of stars

The question of thermal orsecularstability, i.e. the stability of thermal equilibrium, is intimately
linked to the virial theorem. In the case of an ideal gas the virial theorem (Sect. 2.3) tells us that the
total energy of a star is

Etot = −Eint =
1
2Egr, (7.44)

which is negative: the star is bound. The rate of change of the total energy is given by the difference
between the rate of nuclear energy generation in the deep interior and the rate of energy loss in the
form of radiation from the surface:

Ėtot = Lnuc− L (7.45)

In a state of thermal equilibrium,L = Lnuc andEtot remains constant. Consider now a small pertur-
bation of this situation, for instanceLnuc > L because of a small temperature fluctuation. This leads
to an increase of the total energy,δEtot > 0, and since the total energy is negative, its absolute value
becomes smaller. The virial theorem, eq. (7.44), then tells us that (1)δEgr > 0, in other words the star
will expand (δρ < 0), and (2)δEint < 0, meaning that the overall temperature will decrease (δT < 0).
Since the nuclear energy generation rateǫnuc ∝ ρTν depends on positive powers ofρ and especially
T, the total nuclear energy generation will decrease:δLnuc < 0. Eq. (7.45) shows that the perturbation
to Etot will be quenched and the state of thermal equilibrium will be restored.

The secular stability of nuclear burning thus depends on thenegative heat capacityof stars com-
posed of ideal gas: the property that an increase of the total energy content leads to a decrease of
the temperature. This property provides athermostatthat keeps the temperature nearly constant and
keeps stars in a stable state of thermal equilibrium for such long time scales.

We can generalise this to the case of stars with appreciable radiation pressure. For a mixture of
ideal gas and radiation we can write, with the help of eqs. (3.11) and (3.12),

P
ρ
=

Pgas

ρ
+

Prad

ρ
= 2

3ugas+
1
3urad. (7.46)

Applying the virial theorem in its general form, eq. (2.24), this yields

2Eint,gas+ Eint,rad = −Egr (7.47)

and the total energy becomes

Etot = −Eint,gas=
1
2(Egr + Eint,rad). (7.48)

The radiation pressure thus has the effect of reducing the effective gravitational potential energy. If
β = Pgas/P is constant throughout the star, then eq. (7.48) becomes

Etot =
1
2βEgr (7.49)
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This is negative as long asβ > 0. The analysis of thermal stability is analogous to the case of an ideal
gas treated above, and we see that stars in which radiation pressure is important, but not dominant,
are still secularly stable. However, ifβ→ 0 then the thermostatic effect no longer works.

Thermal instability of degenerate gases

In the case of a degenerate electron gas, the pressure and the internalenergy are independent of the
temperature (Sec. 3.3.5). The mechanical structure of an electron-degenerate star – or the degenerate
core of an evolved star – is therefore independent of the thermal-energetic structure (Sec. 7.3). If
the same perturbationLnuc > L discussed above is applied to a degenerate gas, the resulting energy
input will have no effect on the electron pressure and on the stellar structure. Therefore there will be
no expansion and cooling. Instead, there will be a temperatureincreasebecause the ionized atomic
nuclei still behave as an ideal gas, and the energy input will increase their thermal motions. Thus the
effect of the perturbation will beδT > 0, whileδρ ≈ 0.

Because of the strong sensitivity of the nuclear energy generation rate toT, the perturbation will
now lead to an increase ofLnuc, and thermal equilibrium will not be restored. Instead, the temperature
will continue to rise as a result of the increased nuclear energy release,which in turn leads to further
enhancement of the energy generation. This instability is called athermonuclear runaway, and it
occurs whenever nuclear reactions ignite in a degenerate gas. In some cases it can lead to the explosion
of the star, although a catastrophic outcome can often be avoided when the gas eventually becomes
sufficiently hot to behave as an ideal gas, for which the stabilizing thermostat operates. This can be
seen from eq. (7.41), valid in the case of homologous expansion, which we can write as

δT
T
=

1
χT

(4
3
− χρ

)

δρ

ρ
. (7.50)

As soon as the gas is heated enough that it is no longer completely degenerate, χT > 0 and some
expansion will occur (δρ < 0), while χρ decreases below53. From eq. (7.50) we see that whenχρ
drops below the critical value of43, δT changes sign and becomes negative upon further expansion.

We shall encounter several examples of thermonuclear runaways in future chapters. The most
common occurrence is the ignition of helium fusion in stars with masses below about 2M⊙ – this
phenomenon is called thehelium flash. Thermonuclear runaways also occur when hydrogen gas
accumulates on the surface of a white dwarf, giving rise to so-callednova outbursts.

The thin shell instability

In evolved stars, nuclear burning can take place in a shell around an inert core. If such a burning
shell is sufficiently thin the burning may become thermally unstable, even under ideal-gas conditions.
We can make this plausible by considering a shell with mass∆m inside a star with radiusR, located
between a fixed inner boundary atr0 and outer boundary atr, so that its thickness isd = r − r0 ≪ R.
If the shell is in thermal equilibrium, the rate of nuclear energy generation equals the net rate of heat
flowing out of the shell (eq. 7.14). A perturbation by which the energy generation rate exceeds the
rate of heat flow leads to expansion of the shell, pushing the layers aboveit outward (δr > 0). This
leads to a decreased pressure, which in hydrostatic equilibrium is given by eq. (7.40),

δP
P
= −4

δr
r
. (7.51)

The mass of the shell is∆m = 4πr0
2ρ d, and therefore the density varies with the thickness of the

shell as
δρ

ρ
= −δd

d
= −δr

r
r
d
. (7.52)
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Eliminating δr/r from the above equations yields a relation between the changes in pressure and
density,

δP
P
= 4

d
r
δρ

ρ
. (7.53)

Combining with the equation of state in its general, differential form eq. (3.48) we can eliminateδP/P
to obtain the resulting change in temperature,

δT
T
=

1
χT

(

4
d
r
− χρ

)

δρ

ρ
. (7.54)

The shell is thermally stable as long as expansion results in a drop in temperature, i.e. when

4
d
r
> χρ (7.55)

sinceχT > 0. Thus, for a sufficiently thin shell a thermal instability will develop. (In the case of an
ideal gas, the condition 7.55 givesd/r > 0.25, but this is only very approximate.) If the shell is very
thin, the expansion does not lead to a sufficient decrease in pressure to yield a temperature drop, even
in the case of an ideal gas. This may lead to a runaway situation, analogous tothe case of a degenerate
gas. The thermal instability of thin burning shells is important during late stages of evolution of stars
up to about 8M⊙, during theasymptotic giant branch.

Suggestions for further reading

The contents of this chapter are also (partly) covered by Chapter 24 of Maeder, where the question of
stability is considered in Section 3.5. A more complete coverage of the material is given in Chapters
9, 10, 19, 20 and 25 of Kippenhahn.

Exercises

7.1 General understanding of the stellar evolution equations

The differential equations (7.1–7.5) describe, for a certain location in the star at mass coordinatem, the
behaviour of and relations between radius coordinater, the pressureP, the temperatureT, the luminosity
l and the mass fractionsXi of the various elementsi.

(a) Which of these equations describe the mechanical structure, which describe the thermal-energetic
structure and which describe the composition?

(b) What does∇ represent? Which two cases do we distinguish?

(c) How does the set of equations simplify when we assume hydrostatic equilibrium (HE)? If we
assume HE, which equation introduces a time dependence? Which physical effect does this time
dependence represent?

(d) What do the termsǫnuc andT∂s/∂t represent?

(e) How does the set of equations simplify if we also assume thermal equilibrium (TE)? Which equa-
tion introduces a time dependence in TE?

(f) Equation (7.5) describes the changes in the composition. In principle we need one equation for
every possible isotope. In most stellar evolution codes, the nuclear network is simplified. This
reduces the number of differential equations and therefore increases speed of stellar evolution
codes. TheSTARS code behindWindow to the Starsonly takes into account seven isotopes. Which
do you think are most important?
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7.2 Dynamical Stability

(a) Show that for a star in hydrostatic equilibrium (dP/dm = −Gm/(4πr4)) the pressure scales with
density asP ∝ ρ4/3.

(b) If γad < 4/3 a star becomes dynamically unstable. Explain why.

(c) In what type of starsγad ≈ 4/3?

(d) What is the effect of partial ionization (for example H⇆ H+ + e−) onγad? So what is the effect of
ionization on the stability of a star?

(e) Pair creationandphoto-disintegrationof Fe have a similar effect onγad. In what type of stars (and
in what phase of their evolution) do these processes play a role?

7.3 Mass radius relation for degenerate stars

(a) Derive how the radius scales with mass for stars composedof a non-relativistic completely de-
generateelectron gas. Assume that the central densityρc = aρ̄ and that the central pressure
Pc = bGM2/R4, whereρ̄ is the mean density, anda andb depend only on the density distribution
inside the star.

(b) Do the same for anextremely relativistic degenerateelectron gas.

(c) The electrons in a not too massive white dwarf behave likea completely degenerate non-relativistic
gas. Many of these white dwarfs are found in binary systems. Describe qualitatively what happens
if the white dwarf accretes material from the companion star.

7.4 Main-sequence homology relations

We speak of twohomologous starswhen they have the same density distribution. To some extentmain
sequence stars can be considered as stars with a similar density distribution.

(a) You already derived some scaling relations for main sequence stars from observations in the first
set of exercises: the mass-luminosity relation and the mass-radius relation. Over which mass range
were these simple relations valid?

(b) During the practicum you plotted the density distribution of main sequence stars of different
masses. For which mass ranges did you find that that the stars had approximately the same density
distribution.

(c) Compare theL-M relation derived form observational data with theL-M relation derived from
homology, eq. (7.32). What could cause the difference? (Which assumptions may not be valid?)

(d) Show that, if we replace the assumption of a constant opacity with a Kramers opacity law, the
mass-luminosity-radius relation becomes eq. (7.33),

L ∝ µ
7.5M5.5

R0.5
.

(e) Substitute a suitable mass-radius relation and comparethe result of (d) with the observational data
in Fig. 1.3. For which stars is the Kramers-basedL-M relation the best approximation? Can you
explain why? What happens at lower and higher masses, respectively?

7.5 Central behaviour of the stellar structure equations

(a) Rewrite the four structure equations in terms of d/dr.

(b) Find how the following quantities behave in the neighbourhood of the stellar center:
- the massm(r),
- the luminosityl(r),
- the pressureP(r),
- the temperatureT(r).
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Chapter 8

Schematic stellar evolution –
consequences of the virial theorem

8.1 Evolution of the stellar centre

We will consider the schematic evolution of a star, as seen from its centre. The centre is the point
with the highest pressure and density, and (usually) the highest temperature, where nuclear burning
proceeds fastest. Therefore, the centre is the most evolved part of thestar, and it sets the pace of
evolution, with the outer layers lagging behind.

The stellar centre is characterized by the central densityρc, pressurePc and temperatureTc and
the composition (usually expressed in terms ofµ and/or µe). These quantities are related by the
equation of state (EOS). We can thus represent the evolution of a star by an evolutionary track in the
(Pc, ρc) diagram or the (Tc, ρc) diagram.

8.1.1 Hydrostatic equilibrium and the Pc-ρc relation

Consider a star in hydrostatic equilibrium (HE), for which we can estimate howthe central pres-
sure scales with mass and radius from the homology relations (Sec. 7.4). For a star that expands or
contracts homologously, we can apply eq. (7.26) to the central pressureand central density to yield

Pc = C · GM2/3ρc
4/3 (8.1)

whereC is a constant. This is a fundamental relation for stars in HE:in a star of mass M that expands
or contracts homologously, the central pressure varies as central density to the power43. The value
of the constantC depends on the density distribution in the star. Note that we found the same relation
for polytropic stellar models in Chapter 4, eq. (4.18), whereC = Cn depends on the polytopic index.
However, the dependence onn, and hence on the density distibution, is only very weak. For polytropic
models with indexn = 1.5 – 3, a range that encompasses most actual stars,C varies between 0.48 and
0.36. Hence relation (8.1) is reasonably accurate, even if the contractionis not exactly homologous.
In other words: for a star of a certain mass, the central pressure is almost uniquely determined by the
central density.

Note that we have obtained this relation without considering the EOS. Therefore (8.1) defines a
universal relation for stars in HEthat is independent of the equation of state. It expresses the fact that
a star that contracts quasi-statically must achieve a higher internal pressure to remain in hydrostatic
equilibrium. Eq. (8.1) therefore defines anevolution trackof a slowly contracting (or expanding) star
in thePc-ρc plane.
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8.1.2 The equation of state and evolution in thePc-ρc plane

By considering the EOS we can also derive the evolution of the central temperature. This is obviously
crucial for the evolutionary fate of a star because e.g. nuclear burningrequiresTc to reach certain
(high) values. We start by considering lines of constantT, isotherms, in the (P, ρ) plane.

We have encountered various regimes for the EOS in Chapter 3:

• Radiation dominated:P = 1
3aT4. Hence an isotherm in this region is also a line of constantP.

• (Classical) ideal gas:P =
R
µ
ρT. Hence an isotherm hasP ∝ ρ.

• Non-relativistic electron degeneracy:P = KNR(ρ/µe)5/3 (eq. 3.35). This is independent of tem-
perature. More accurately: the complete degeneracy implied by this relation isonly achieved
whenT → 0, so this is in fact the isotherm forT = 0 (and not too high densities).

• Extremely relativistic electron degeneracy:P = KER(ρ/µe)4/3 (eq. 3.37). This is the isotherm
for T = 0 and very highρ.

Figure 8.1 shows various isotherms schematically in the logρ – logP plane. Where radiation
pressure dominates (lowρ) the isotherms are horizontal and where ideal-gas pressure dominates they
have a slope= 1. The isotherm forT = 0, corresponding to complete electron degeneracy, has slope
of 5

3 at relatively low density and a shallower slope of4
3 at high density. The region to the right and

below theT = 0 line is forbidden by the Pauli exclusion principle, since electrons are fermions.
The dashed lines are schematic evolution tracks for stars of different massesM1 andM2. Accord-

ing to eq. (8.1) they have a slope of4
3 and the track for a larger mass lies at a higher pressure than that

for a smaller mass.
Several important conclusions can be drawn from this diagram:

• As long as the gas is ideal, contraction (increasingρc) leads to a higherTc, because the slope
of the evolution track is steeper than that of ideal-gas isotherms: the evolutiontrack crosses
isotherms of higher and higher temperature.

Figure 8.1. Schematic evolution in the logρ– logP plane. Solid lines are isotherms in the equation of state;
the dashed lines indicate two evolution tracks of different mass, which have a slope of4

3. See the text for an
explanation.
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Note that this is consistent with what we have already concluded from the virial theorem for an
ideal gas:Ein = −1

2Egr. Contraction (decreasingEgr, i.e. increasing−Egr) leads to increasing
internal (thermal) energy of the gas, i.e. to heating of the stellar gas!

• Tracks for masses lower than some critical valueMcrit, e.g. the track labeledM1, eventually
run into the line for complete electron degeneracy because this has a steeper slope. Hence for
stars withM < Mcrit there exist a maximum achievable central density and pressure,ρc,max and
Pc,max, which define the endpoint of their evolution. This endpoint is a completely degenerate
state, i.e. a white dwarf, where the pressure needed to balance gravity comes from electrons
filling the lowest possible quantum states.

Because complete degeneracy corresponds toT = 0, it follows that the evolution track must
intersect each isotherm twice. In other words, stars withM < Mcrit also reach a maximum
temperatureTc,max, at the point where degeneracy starts to dominate the pressure, after which
further contraction leads to decreasingTc. ρc,max, Pc,max andTc,max all depend onM and in-
crease with mass.

• Tracks for masses larger thanMcrit, e.g. the one labeledM2, miss the completely degenerate
region of the EOS, because at highρ this has the same slope as the evolution track. This change
in slope is owing to the electrons becoming relativistic and as their velocity cannot exceedc,
they exert less pressure than if there were no limit to their velocity. Hence, electron degeneracy
is not sufficient to counteract gravity, and a star withM > Mcrit must keep on contracting and
getting hotter indefinitely – up to the point where the assumptions we have made break down,
e.g. whenρ becomes so high that the protons inside the nuclei capture free electrons and a
neutron gas is formed, which can also become degenerate.

Hence the evolution of stars withM > Mcrit is qualitatively different from that of stars with
M < Mcrit. This critical mass is none other than theChandrasekhar massthat we have already
encountered in Chapter 4 (eq. 4.22)

MCh =
5.836
µe

2
M⊙. (8.2)

It is the unique mass of a completely degenerate and extremely relativistic gas sphere. A star with
M ≥ MCh must collapse under its own gravity, but the electrons become extremely relativistic – and,
if M is equal to or not much larger thanMCh, also degenerate – in the process.

8.1.3 Evolution in theTc-ρc plane

We now consider how the stellar centre evolves in theTc, ρc diagram. First we divide theT, ρ plane
into regions where different processes dominate the EOS, see Sec. 3.3.7 and Fig. 3.4, reproduced in
Fig. 8.2a.

For a slowly contracting star in hydrostatic equilibrium equation (8.1) implies that,as long as the
gas behaves like a classical ideal gas:

R
µ

Tc ρc = C GM2/3ρc
4/3 → Tc =

C G
R µM2/3ρc

1/3 (8.3)

(Compare to Sec. 7.4.3.) This defines an evolution track in the logT, logρ plane with slope1
3. Stars

with different mass evolve along tracks that lie parallel to each other, those with larger M lying at
higher Tc and lowerρc. Tracks for larger mass therefore lie closer to the region where radiation
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Figure 8.2. The equation of state in the logTc – logρc plane (left panel), with approximate boundaries between
regions where radiation pressure, ideal gas pressure, non-relativistic electron degeneracy and extremely rela-
tivistic electron degeneracy dominate, for a composition of X = 0.7 andZ = 0.02. In the right panel, schematic
evolution tracks for contracting stars of 0.1 – 100M⊙ have been added.

pressure is important:the larger the mass of a star, the more important is the radiation pressure.
Furthermore, the relative importance of radiation pressure does not change as a star contracts, because
the track runs parallel to the boundary between ideal gas and radiation pressure.1

As the density increases, stars withM < MCh approach the region where non-relativistic electron
degeneracy dominates, because the boundary between ideal gas and NR degeneracy has a steeper
slope than the evolution track. Inside this region, equating relation (8.1) to theNR degenerate pressure
gives:

KNR
ρc

1/3

µe
5/3
= C GM2/3 → ρc =

(

C G
KNR

)3

µe
5M2 (8.4)

When degeneracy dominates the track becomes independent ofTc, and the star moves down along a
track of constantρc. This is theρc,max we found from thePc, ρc diagram. The larger the mass, the
higher this density. (When the electrons become relativistic atρc ∼> 106 g/cm3, the pressure increases
less steeply with density so that the central density for a degenerate star ofmassM is in fact larger
than given by eq. 8.4).

Equations (8.3) and (8.4) imply that, for a star withM < MCh that contracts quasi-statically,Tc

increases asρc
1/3 until the electrons become degenerate. Then a maximum temperature is reached,

and subsequently the star cools at a constant density when degenerate electrons provide the pressure.
The schematic evolution tracks for 0.1 and 1.0M⊙ given in Fig. 8.2 show this behaviour. This can
be compared to eq. (7.41) for homologous contraction (Sec. 7.4.3), whichindicates that the slope of
an evolution track in the logT – logρ plane is equal to (43 − χρ)/χT . This equals1

3 for an ideal gas,
but changes sign and becomes negative onceχρ >

4
3. When degeneracy is almost complete,χρ = 5

3
andχT → 0 such that the slope approaches infinity. The maximum temperature is reached when the

1It is easy to show for yourself that the evolution track for a star in which radiation pressure dominates would have the
same slope of13 in the logT, logρ plane. However, such stars are very close to dynamical instability.
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ideal gas pressure and degenerate electron pressure are about equal, each contributing about half of
the total pressure. Combining eqs. (8.3) and (8.4) then implies that the maximum central temperature
reached increases with stellar mass as (see Exercise 8.2)

Tc,max =
C2G2

4RKNR
µ µ

5/3
e M4/3. (8.5)

For M > MCh, the tracks of contracting stars miss the degenerate region of theT-ρ plane, because
at high density the boundary between ideal gas and degeneracy has thesame slope as an evolution
track. The pressure remains dominated by an ideal gas, andTc keeps increasing likeρc

1/3 to very
high values (> 1010 K). This behaviour is shown by the schematic tracks for 10 and 100M⊙.

8.2 Nuclear burning regions and limits to stellar masses

We found that stars withM < MCh reach a maximum temperature, the value of which increases with
mass. This means that only gas spheres above a certain mass limit will reach temperatures sufficiently
high for nuclear burning. The nuclear energy generation rate is a sensitive function of the temperature,
which can be written as

ǫnuc = ǫ0 ρ
λTν (8.6)

where for most nuclear reactions (those involving two nuclei)λ = 1, while ν depends mainly on
the masses and charges of the nuclei involved and usuallyν ≫ 1. For H-burning by the pp-chain,
ν ≈ 4 and for the CNO-cycle which dominates at somewhat higher temperature,ν ≈ 18. For He-
burning by the 3α reaction,ν ∼ 40 (andλ = 2 because three particles are involved). For C-burning
and O-burning reactionsν is even larger. As discussed in Chapter 6, the consequences of this strong
temperature sensitivity are that

• each nuclear reaction takes place at a particular, nearly constant temperature, and

• nuclear burning cycles of subsequent heavier elements are well separated in temperature

As a star contracts and heats up, nuclear burning becomes important whenthe energy generated,
Lnuc =

∫

ǫnucdm, becomes comparable to the energy radiated away from the surface,L. From this
moment on, the star can compensate its surface energy loss by nuclear energy generation: it comes
into thermal equilibrium. The first nuclear fuel to be ignited is hydrogen, atTc ∼ 107 K. From the
homology relation (7.38) we expect that the central temperature at which hydrogen fusion stabilizes
should depend on the mass approximately as

Tc = Tc,⊙ (M/M⊙)
4/(ν+3) (8.7)

whereTc,⊙ ≈ 1.5 × 107 K, for a composition like that of the Sun (µ = µ⊙). We can estimate the
minimum mass required for hydrogen burning by comparing this temperature to the maximum central
temperature reached by a gas sphere of massM, eq. (8.5). By doing this (and takingC = 0.48 for an
n = 1.5 polytrope) we find a minimum mass for hydrogen burning of 0.15M⊙.

Detailed calculations reveal that the minimum mass for the ignition of hydrogen in protostars
is about 2 times smaller than this simple estimate,Mmin = 0.08M⊙. Less massive objects become
partially degenerate before the required temperature is reached and continue to contract and cool
without ever burning hydrogen. Such objects are not stars accordingto our definition (Chapter 1) but
are known asbrown dwarfs.

We have seen earlier that the contribution of radiation pressure increases with mass, and becomes
dominant forM ∼> 100M⊙. A gas dominated by radiation pressure has an adiabatic indexγad =

4
3,
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which means that hydrostatic equilibrium in such stars becomes marginally unstable (see Sec. 7.5.1).
Therefore stars much more massive than 100M⊙ should be very unstable, and indeed none are known
to exist (while those withM > 50M⊙ indeed show signs of being close to instability, e.g. they lose
mass very readily).

Hence stars are limited to a rather narrow mass range of∼ 0.1 M⊙ to ∼ 100M⊙. The lower
limit is set by the minimum temperature required for nuclear burning, and the upper limit by the
requirement of dynamical stability.

8.2.1 Overall picture of stellar evolution and nuclear burning cycles

As a consequence of the virial theorem, a self-gravitating sphere composed of ideal gas in HE must
contract and heat up as it radiates energy from the surface. The energy loss occurs at a rate

L = −Ėtot = Ėin = −1
2Ėgr ≈

Egr

τKH
(8.8)

This is the case for protostars that have formed out of an interstellar gas cloud. Their evolution, i.e.
overall contraction, takes place on a thermal timescaleτKH . As the protostar contracts and heats up
and its central temperature approaches 107 K, the nuclear energy generation rate (which is at first
negligible) increases rapidly in the centre, until the burning rate matches the energy loss from the
surface:

L = −Ėnuc ≈
Enuc

τnuc
(8.9)

At this point, contraction stops andTc andρc remain approximately constant, at the values needed for
hydrogen burning. The stellar centre occupies the same place in theTc-ρc diagram for about a nuclear
timescaleτnuc. Remember that for a star of a certain mass,L is essentially determined by the opacity,
i.e. by how efficiently the energy can be transported outwards.

When H is exhausted in the core – which how consists of He and has a mass typically ∼10% of the
total massM – this helium core resumes its contraction. Meanwhile the layers around it expand. This
constitutes a large deviation from homology and relation (8.1) no longer applies to the whole star.
However the core itself still contracts more or less homologously, while the weight of the envelope
decreases as a result of its expansion. Therefore relation (8.1) remains approximately valid for the
coreof the star, i.e. if we replaceM by the core massMc. The core continues to contract and heat up
at a pace set by its own thermal timescale,

Lcore≈ Ėin,core≈ −1
2Ėgr,core≈

Egr,core

τKH,core
(8.10)

as long as the gas conditions remain ideal. It is now the He core mass, rather than the total mass of
the star, that determines the further evolution.

Arguments similar to those used for deriving the minimum mass for H-burning leadto the ex-
istence a minimum (core) mass for He-ignition, This is schematically depicted in Fig.8.3, which
suggests that this minimum mass is larger than 1M⊙. However, the schematic tracks in Fig. 8.3 have
been calculated for a fixed compositionX = 0.7, Z = 0.02, which is clearly no longer the valid since
the core is composed of helium. You may verify that a He-rich composition increases the maximum
central temperature reached for a certain mass (eq. 8.5). Detailed calculations put the minimum mass
for He-ignition at≈ 0.3 M⊙. Stars with a core mass larger than this value ignite He in the centre
whenTc ≈ 108 K, which stops further contraction while the energy radiated away can be supplied
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Figure 8.3. The same schematic evolution tracks as
in Fig. 8.2, together with the approximate regions in
the logTc – logρc plane where nuclear burning stages
occur.

by He-burning reactions. This can go on for a length of time equal to the nuclear timescale of He
burning, which is about 0.1 times that of H burning. In stars with a He core mass< 0.3 M⊙ the core
becomes degenerate before reachingTc = 108 K, and in the absence of a surrounding envelope it
would cool to become a white dwarf composed of helium, as suggested by Fig.8.3. (In practice,
however, H-burning in a shell around the core keeps the core hot andwhenMc has grown to≈ 0.5 M⊙
He ignites in a degenerate flash.)

After the exhaustion of He in the core, the core again resumes its contractionon a thermal
timescale, until the next fuel can be ignited. Following a similar line of reasoningthe minimum
(core) mass for C-burning, which requiresT ≈ 5 × 108 K, is ≈ 1.1 M⊙. Less massive cores are
destined to never ignite carbon but to become degenerate and cool as CO white dwarfs. The mini-
mum core mass required for the next stage, Ne-burning, turns out to be≈ MCh. Stars that develop
cores withMc > MCh therefore also undergo all subsequent nuclear burning stages (Ne-, O- and Si-
burning) because they never become degenerate and continue to contract and heat after each burning
phase. Eventually they develop a core consisting of Fe, from which no further nuclear energy can be
squeezed. The Fe core must collapse in a cataclysmic event (a supernova or a gamma-ray burst) and
become a neutron star or black hole.

The alternation of gravitational contraction and nuclear burning stages is summarized in Table 8.1,
together with the corresponding minimum masses and characteristic temperatures and energies. The
schematic picture presented in Fig. 8.3 of the evolution of stars of different masses in theT–ρ diagram
can be compared to Fig. 8.4, which shows the results of detailed calculations for various masses.

To summarize, we have obtained the following picture. Nuclear burning cycles can be seen as long-
lived but temporary interruptions of the inexorable contraction of a star (or at least its core) under
the influence of gravity. This contraction is dictated by the virial theorem, anda result of the fact
that stars are hot and lose energy by radiation. If the core mass is less than the Chandrasekhar mass,
then the contraction can eventually be stopped (after one or more nuclear cycles) when electron
degeneracy supplies the pressure needed to withstand gravity. However if the core mass exceeds
the Chandrasekhar mass, then degeneracy pressure is not enough and contraction, interrupted by
nuclear burning cycles, must continue at least until nuclear densities arereached.
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Figure 8.4. Detailed evolution tracks in the logρc - logTc plane for masses between 1 and 15M⊙. The
initial slope of each track (labelled pre-main sequence contraction) is equal to1

3 as expected from our simple
analysis. When the H-ignition line is reached wiggles appearin the tracks, because the contraction is then no
longer strictly homologous. A stronger deviation from homologous contraction occurs at the end of H-burning,
because only the core contracts while the outer layers expand. Accordingly, the tracks shift to higher density
appropriate for their smaller (core) mass. These deviations from homology occur at each nuclear burning
stage. Consistent with our expectations, the most massive star (15M⊙) reaches C-ignition and keeps evolving
to higherT andρ. The core of the 7M⊙ star crosses the electron degeneracy border (indicated byǫF/kT = 10)
before the C-ignition temperature is reached and becomes a C-O white dwarf. The lowest-mass tracks (1 and
2 M⊙) cross the degeneracy border before He-ignition because their cores are less massive than 0.3M⊙. Based
on our simple analysis we would expect them to cool and becomeHe white dwarfs; however, their degenerate
He cores keep getting more massive and hotter due to H-shell burning. They finally do ignite helium in an
unstable manner, the so-called He flash.

Suggestions for further reading

The schematic picture of stellar evolution presented above is very nicely explained in Chapter 7 of
Prialnik, which was one of the sources of inspiration for this chapter. The contents are only briefly
covered by Maeder in Sec. 3.4, and are somewhat scattered throughout Kippenhahn & Weigert, see
sections 28.1, 33.1, 33.4 and 34.1.
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Table 8.1. Characteristics of subsequent gravitational contractionand nuclear burning stages. Column (3)
gives the total gravitational energy emitted per nucleon since the beginning, and column (5) the total nuclear
energy emitted per nucleon since the beginning. Column (6) gives the minimum mass required to ignite a
certain burning stage (column 4). The last two columns give the fraction of energy emitted as photons and
neutrinos, respectively.

phase T (106 K) total Egr/n main reactions totalEnuc/n Mmin γ (%) ν (%)

grav. 0→ 10 ∼ 1 keV/n 100
nucl. 10→ 30 1H→ 4He 6.7 MeV/n 0.08M⊙ ∼95 ∼5
grav. 30→ 100 ∼ 10 keV/n 100
nucl. 100→ 300 4He→ 12C, 16O ≈ 7.4 MeV/n 0.3M⊙ ∼100 ∼0
grav. 300→ 700 ∼ 100 keV/n ∼50 ∼50
nucl. 700→ 1000 12C→ Mg, Ne ≈ 7.7 MeV/n 1.1M⊙ ∼0 ∼100
grav. 1000→ 1500 ∼ 150 keV/n ∼100
nucl. 1500→ 2000 16O→ S, Si ≈ 8.0 MeV/n 1.4M⊙ ∼100
grav. 2000→ 5000 ∼ 400 keV/n Si→ . . .→ Fe ≈ 8.4 MeV/n ∼100

Exercises

8.1 Homologous contraction (1)

(a) Explain in your own words whathomologous contractionmeans.

(b) A real star does not evolve homologously. Can you give a specific example? [Think of core versus
envelope]

(c) Fig. 8.3 shows the central temperature versus the central density for schematic evolution tracks as-
suming homologous contraction. Explain qualitatively what we can learn form this figure (nuclear
burning cycles, difference between a 1M⊙ and a 10M⊙ star, ...)

(d) Fig. 8.4 shows the same diagram with evolution tracks from detailed (i.e. more realistic) models.
Which aspects were already present in the schematic evolution tracks? When and where do they
differ?

8.2 Homologous contraction (2)

In this question you will derive the equations that are plotted in Figure 8.2b.

(a) Use the homology relations forP andρ to derive eq. (8.1),

Pc = CGM2/3ρ4/3
c

To see what happens qualitatively to a contracting star of given massM, the total gas pressure can be
approximated roughly by:

P ≈ Pid + Pdeg=
R
µ
ρT + K

(

ρ

µe

)γ

(8.11)

whereγ varies between53 (non-relativistic) and4
3 (extremely relativistic).

(b) Combine this equation, for the case of NR degeneracy, with the central pressure of a contracting
star in hydrostatic equilibrium (eq. 8.1, assumingC ≈ 0.5) in order to find howTc depends onρc.

(c) Derive an expression for the maximum central temperature reached by a star of massM.
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8.3 Application: minimum core mass for helium burning

Consider a star that consists completely of helium. Computean estimate for the minimum mass for
which such a star can ignite helium, as follows.

• Assume that helium ignites atTc = 108 K.

• Assume that the critical mass can be determined by the condition that the ideal gas pressure and
the electron degeneracy pressure are equally important in the star at the moment of ignition.

• Use the homology relations for the pressure and the density.Assume thatPc,⊙ = 1017 g cm−1 s−2

andρc,⊙ = 60 g cm−3.

122



Chapter 9

Early stages of evolution and the main
sequence phase

In this and the following chapters, an account will be given of the evolutionof stars as it follows from
full-scale, detailed numerical calculations. Because the stellar evolution equations are highly non-
linear, they have complicated solutions that cannot always be anticipated onthe basis of fundamental
principles. We must accept the fact that simple, intuitive explanations cannot always be given for the
results that emerge from numerical computations. As a consequence, the account of stellar evolution
that follows will be more descriptive and less analytical than previous chapters.

This chapter deals with early phases in the evolution of stars, as they evolvetowards and during
the main-sequence phase. We start with a very brief (and incomplete) overview of the formation of
stars.

9.1 Star formation and pre-main sequence evolution

The process of star formation constitutes one of the main problems of modern astrophysics. Com-
pared to our understanding of what happensafter stars have formed out of the interstellar medium
– that is, stellar evolution – star formation is a very ill-understood problem. No predictive theory of
star formation exists, or in other words: given certain initial conditions, e.g.the density and temper-
ature distributions inside an interstellar cloud, it is as yet not possible to predict with certainty, for
example, thestar formation efficiency(which fraction of the gas is turned into stars) and the resulting
initial mass function(the spectrum and relative probability of stellar masses that are formed). We rely
mostly on observations to answer these important questions.

This uncertainty might seem to pose a serious problem for studying stellar evolution: if we do not
know how stars are formed, how can we hope to understand their evolution? The reason that stellar
evolution is a much more quantitative and predictive branch of astrophysicsthan star formation was
already alluded to in Chapter 7. Once a recently formed star settles into hydrostatic and thermal
equilibrium on the main sequence, its structure is determined by the four structure equations and only
depends on the initial composition. Therefore all the uncertain details of the formation process are
wiped out by the time its nuclear evolution begins.

In the context of this course we can thus be very brief about star formation itself, as it has very
little effect on the properties of stars themselves (at least as far as we are concerned with individual
stars – it does of course have an important effect on stellarpopulations).

Observations indicate that stars are formed out of molecular clouds, typically giant molecular clouds
with masses of order 105 M⊙. These clouds have typical dimensions of∼ 10 parsec, temperatures of
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10− 100 K and densities of 10− 300 molecules/cm3 (where the lowest temperatures pertain to the
densest parts of the cloud). A certain fraction, about 1 %, of the cloud material is in the form of dust
which makes the clouds very opaque to visual wavelengths. The clouds are in pressure equilibrium
(hydrostatic equilibrium) with the surrounding interstellar medium. Roughly, we can distinguish six
stages in the star formation process.

Interstellar cloud collapse Star formation starts when a perturbation, e.g. due to a shock wave orig-
inated by a nearby supernova explosion or a collision with another cloud, disturbs the pressure
equilibrium and causes (part of) the cloud to collapse under its self-gravity. The condition for
pressure equilibrium to be stable against such perturbations is that the massinvolved should be
less than a critical mass, theJeans mass, which is given by

MJ ≈ 4× 104 M⊙

(

T
100 K

)3/2 (

n

cm−3

)−1/2

(9.1)

wheren is the molecular density by number (see e.g. Maeder Sec. 18.2.1 for a derivation). For
typical values ofT andn in molecular cloudsMJ ∼ 103−104 M⊙. Cloud fragments with a mass
exceeding the Jeans mass cannot maintain hydrostatic equilibrium and will undergo essentially
free-fall collapse. Although the collapse is dynamical, the timescaleτdyn ∝ ρ

−1/2 (eq. 2.18) is
of the order of millions of years because of the low densities involved. The cloud is transparent
to far-infrared radiation and thus cools efficiently, so that the early stages of the collapse are
isothermal.

Cloud fragmentation As the density of the collapsing cloud increases, its Jeans mass decreasesby
eq. (9.1). The stability criterion within the cloud may now also be violated, so thatthe cloud
starts to fragment into smaller pieces, each of which continues to collapse. The fragmentation
process probably continues until the mass of the smallest fragments (dictatedby the decreasing
Jeans mass) is less than 0.1M⊙.

Formation of a protostellar core The increasing density of the collapsing cloud fragment eventu-
ally makes the gasopaqueto infrared photons. As a result, radiation is trapped within the
central part of the cloud, leading to heating and an increase in gas pressure. As a result the
cloud core comes into hydrostatic equilibrium and the dynamical collapse is slowed to a quasi-
static contraction. At this stage we may start to speak of aprotostar.

Figure 9.1. Timescales and properties
of stars of massM on the main sequence.
Time along the abscissa is in logarithmic
units to highlight the early phases,t = 0
corresponds to the formation of a hydro-
static core (stage 3 in the text). Initially
the star is embedded in a massive accre-
tion disk for (1− 2) × 105 years. In low-
mass stars the disk disappears before the
star settles on the zero-age main sequence
(ZAMS). Massive stars reach the ZAMS
while still undergoing strong accretion.
These stars ionize their surroundings and
excite an HII region around themselves.
TAMS stands for terminal-age main se-
quence. Figure from Maeder.
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Figure 9.2. Schematic illustration of four stages
in the evolution of protostars and their circumstellar
disks. On the left, the stellar flux is depicted (shaded
area) and the contribution from the disk (dotted line).
On the right the corresponding geometry of the ob-
ject is shown.

Class 0 objects are very young protostars (∼
< 104 yrs)

with almost spherical accretion at a high rate, emit-
ting in the far-IR and sub-mm range. Class I pro-
tostars correspond to an advanced stage of accretion
(age∼ 105 yrs), where the star is still embedded in a
massive accretion disk, while jets or bipolar outflows
are also observed. In class II the protostar has become
visible as a classical T Tauri star on the pre-main se-
quence (age∼ 106 yrs), while the accretion disk is
still optically thick giving rise to a large IR excess.
Class III stars are already close to the main sequence
(age∼ 107 yrs), with an optically thin accretion disk
and weak emission lines. Figure from Maeder.

Accretion The surrounding gas keeps falling onto the protostellar core, so that the next phase is
dominated by accretion. Since the contracting clouds contain a substantial amount of angular
momentum, the infalling gas forms an accretion disk around the protostar. These accretion
disksare a ubiquitous feature of the star formation process and are observedaround most very
young stars, mostly at infrared and sub-millimeter wavelengths (see Fig. 9.2).

The accretion of gas generates gravitational energy, part of which goes into further heating of
the core and part of which is radiated away, providing the luminosity of the protostar, so that

L ∼ Lacc=
GMṀ

2R
(9.2)

whereM andRare the mass and radius of the core andṀ is the mass accretion rate. The factor
1
2originates from the fact that half of the potential energy is dissipated in the accretion disk.
Meanwhile he core heats up almost adiabatically since the accretion timescaleτacc = M/Ṁ is
much smaller than the thermal timescaleτKH .

Dissociation and ionization The gas initially consists of molecular hydrogen and behaves like an
ideal gas, such thatγad >

4
3 and the protostellar core is dynamically stable. When the core

temperature reaches∼ 2000 K molecular hydrogen starts to dissociate, which is analogous to
ionization and leads to a strong increase of the specific heat and a decrease ofγad below the
critical value of 4

3 (Sect. 3.5). Hydrostatic equilibrium is no longer possible and a renewed
phase ofdynamical collapsefollows, during which the gravitational energy release is absorbed
by the dissociating molecules without a significant rise in temperature. When H2 is completely
dissociated into atomic hydrogen HE is restored and the temperature rises again. Somewhat
later, further dynamical collapse phases follow when first H and then He are ionized at∼ 104 K.
When ionization of the protostar is complete it settles back into hydrostatic equilibrium at a
much reduced radius (see below).
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Pre-main sequence phaseFinally, the accretion slows down and eventually stops and the protostar
is revealed as apre-main sequence star. Its luminosity is now provided by gravitational con-
traction and, according to the virial theorem, its internal temperature rises asT ∝ M2/3ρ1/3

(Chapter 8). The surface cools and a temperature gradient builds up, transporting heat out-
wards. Further evolution takes place on the thermal timescaleτKH .

A rough estimate of the radiusRp of a protostar after the dynamical collapse phase can be obtained
by assuming that all the energy released during the collapse was absorbed in dissociation of molecular
hydrogen (requiringχH2 = 4.48 eV per H2 molecule) and ionization of hydrogen (χH = 13.6 eV) and
helium (χHe = 79 eV). Because the final radius will be much smaller than the initial one, we can take
the collapse to start from infinity. After the collapse the protostar is in hydrostatic equilibrium and
must satisfy the virial theorem,Etot =

1
2Egr. TakingEgr as given by eq. (2.28), we can write

α

2
GM2

Rp
≈

M
mu

(

X
2
χH2 + XχH +

Y
4
χHe

)

≡
M
mu
χ. (9.3)

Taking X = 0.72 andY = 1 − X, we haveχ = 16.9 eV per baryon. For a polytrope of indexn,
α = 3/(5− n) (eq. 4.19). We will shortly see that the protostar is completely convective and thus we
can taken = 3

2 andα = 6
7, such that

Rp ≈
α

2
GMmu

χ
≈ 50R⊙

(

M
M⊙

)

. (9.4)

The average internal temperature can also be estimated from the virial theorem (eq. 2.29),

T̄ ≈
α

3
µ

R

GM
Rp
=

2
3
µ

k
χ ≈ 8× 104 K, (9.5)

which is independent of the mass of the protostar. At these low temperaturesthe opacity is very
high, rendering radiative transport inefficient and making the protostar convective throughout. The
properties of suchfully convective starsmust be examined more closely.

9.1.1 Fully convective stars: the Hayashi line

We have seen in Sect. 7.2.3 that as the effective temperature of a star decreases the convective envelope
gets deeper, occupying a larger and larger part of the mass. IfTeff is small enough stars can therefore
become completely convective. In that case, as we derived in Sect. 5.5.2,energy transport is very effi-
cient throughout the interior of the star, and a tiny superadiabaticity∇−∇ad is sufficient to transport a
very large energy flux. The structure of such a star can be said to beadiabatic, meaning that the tem-
perature stratification (the variation of temperature with depth) as measured by ∇ = d logT/d logP is
equal to∇ad. Since an almost arbitrarily high energy flux can be carried by such a temperature gradi-
ent, theluminosityof a fully convective star is practicallyindependent of its structure– unlike for a
star in radiative equilibrium, for which the luminosity is strongly linked to the temperature gradient.

It turns out that:

Fully convective stars of a given mass occupy an almost vertical line in the H-R diagram (i.e. with
Teff ≈ constant). This line is known as theHayashi line. The region to the right of the Hayashi
line in the HRD (i.e. at lower effective temperatures) is aforbidden regionfor stars in hydrostatic
equilibrium. On the other hand, stars to the left of the Hayashi line (at higherTeff) cannot be fully
convective but must have some portion of their interior in radiative equilibrium.

Since these results are important, not only for pre-main sequence stars but also for later phases of
evolution, we will do a simplified derivation of the properties of the Hayashi linein order to make the
above-mentioned results plausible.
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Simple derivation of the Hayashi line

For any luminosityL, the interior structure is given by∇ = ∇ad. For an ideal gas we have a constant
∇ad = 0.4, if we ignore the variation of∇ad in partial ionization zones. We also ignore the non-zero
superadiabaticity of∇ in the sub-photospheric layers (Sect. 5.5.2). The temperature stratification
throughout the interior can then be described by a power lawT ∝ P0.4. Using the ideal gas law,
P ∝ ρT, we can eliminateT from both expressions and write

P = Kρ5/3,

which describes a polytrope of indexn = 3
2. Indeed, for an ideal gas the adiabatic exponentγad =

5
3.

The constantK for a polytropic stellar model of indexn is related to the massM and radiusR by
eq. (4.15). For our fully convective star withn = 3

2 we haveN3/2 = 0.42422 (Table 4.1) and therefore

K = 0.42422GM1/3R. (9.6)

Since the luminosity of a fully convective star is not determined by its interior structure, it must
follow from the conditions (in particular theopacity) in the thin radiative layer from which photons
escape, the photosphere. We approximate the photosphere by a spherical surface of negligible thick-
ness, where we assume the photospheric boundary conditions (7.9) to hold. Writing the pressure,
density and opacity in the photosphere (atr = R) asPR, ρR andκR and the photospheric temperature
asTeff, we can write the boundary conditions as

κRPR =
2
3

GM

R2
, (9.7)

L = 4πR2σT4
eff , (9.8)

and we assume a power-law dependence ofκ onρ andT so that

κR = κ0 ρR
aTb

eff . (9.9)

The equation of state in the photospheric layer is

PR =
R

µ
ρRTeff . (9.10)

The interior, polytropic structure must match the conditions in the photosphereso that (using eq. 9.6)

PR = 0.42422GM1/3RρR
5/3. (9.11)

For a given massM, eqs. (9.7-9.11) constitute five equations for six unknowns,PR, ρR, κR, Teff, L and
R. The solution thus always contains one free parameter, that is, the solutionis a relation between
two quantities, sayL andTeff. This relation describes theHayashi linefor a fully convective star of
massM.

Since we have assumed power-law expressions in all the above equations,the set of equations can
be solved straightforwardly (involving some tedious algebra) to give a power-law relation betweenL
andTeff after eliminating all other unknowns. The solution can be written as

logTeff = A logL + B log M +C (9.12)

where the constantsA and B depend on the exponentsa andb in the assumed expression for the
opacity (9.9),

A =
3
2a− 1

2

9a+ 2b+ 3
and B =

a+ 3
9a+ 2b+ 3

. (9.13)
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Figure 9.3. The position of the Hayashi lines in
the H-R diagram for massesM = 0.25, 0.5, 1.0, 2.0
and 4.0M⊙ as indicated. The lines are analytic fits
to detailed models computed for compositionX =
0.7,Z = 0.02. The zero-age main sequence (ZAMS)
for the same composition is shown as a dashed line,
for comparison.
Note that the Hayashi lines do not have a constant
slope, as expected from the simple analysis, but
have a convex shape where the constant A (eq. 9.12)
changes sign and becomes negative for high lumi-
nosities. The main reason is our neglect of ionization
zones (where∇ad < 0.4) and the non-zero supera-
diabaticity in the outer layers, both of which have a
larger effect in more extended stars.

Therefore the shape of the Hayashi line in the HRD is determined by how the opacity in the photo-
sphere depends onρ andT. Since fully convective stars have very cool photospheres, the opacity is
mainly given by H− absorption (Sect. 5.3) which increases strongly with temperature. According to
eq. (5.34),a ≈ 0.5 andb ≈ 9 (i.e.κ ∝ T9!) in the the relevant range of density and temperature, which
givesA ≈ 0.01 andB ≈ 0.14. Therefore (see Fig. 9.3)

• for a certain mass the Hayashi line is a very steep, almost vertical line in the HRD,

• the position of the Hayashi line depends on the mass, being located at higherTeff for higher
mass.

We can intuitively understand the steepness of the Hayashi line from the strong increase of H−

opacity with temperature. Suppose such a fully convective star would increase its radius slightly
while attempting to keepL constant. Then the temperature in the photosphere would decrease and
the photosphere would become much more transparent. Hence energy canescape much more easily
from the interior, in other words: the luminosity will in factincreasestrongly with a slight decrease
in photospheric temperature.

The forbidden region in the H-R diagram

Consider models in the neighbourhood of the Hayashi line in the H-R diagramfor a star of massM.
These models cannot have∇ = ∇ad throughout, because otherwise they would beon the Hayashi line.
Defining ∇̄ as the average value ofd logT/d logP over the entire star, models on either side of the
Hayashi line (at lower or higherTeff) have either̄∇ > ∇ad or ∇̄ < ∇ad. It turns out (after more tedious
analysis of the above equations and their dependence on polytropic indexn) that models with̄∇ < ∇ad

lie at higherTeff than the Hayashi line (to its left in the HRD) while models with∇̄ > ∇ad lie at lower
Teff (to the right in the HRD).

Now consider the significance of̄∇ , ∇ad. If on average∇̄ < ∇ad then some part of the star
must have∇ < ∇ad, that is, a portion of the star must be radiative. Since models in the vicinity
of the Hayashi line still have cool outer layers with high opacity, the radiative part must lie in the
deep interior. Therefore stars located (somewhat) to theleft of the Hayashi line have radiative cores
surrounded by convective envelopes (if they are far to the left, they can of course be completely
radiative).
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Figure 9.4. Pre-main-sequence
evolution tracks for 0.3 − 2.5 M⊙,
according to the calculations of
D’Antona & Mazzitelli (1994). The
dotted lines are isochrones, connect-
ing points on the tracks with the
same age (betweent = 105 yrs
and 107 yrs, as indicated). Also
indicated as solid lines that cross
the tracks are the approximate loca-
tions of deuterium burning (between
the upper two lines, near thet ∼
105 yr isochrone) and lithium burn-
ing (crossing the tracks at lower lu-
minosity, att > 106 yr).

On the other hand, if̄∇ > ∇ad then a significant part of the star must have asuperadiabatic
temperature gradient (that is to say, apart from the outermost layers which are always superadiabatic).
According to the analysis of Sect. 5.5.2, a significantly positive∇ − ∇ad will give rise to a very
large convective energy flux, far exceeding normal stellar luminosities. Such a large energy flux
very rapidly (on a dynamical timescale) transports heat outwards, thereby decreasing the temperature
gradient in the superadiabatic region until∇ = ∇ad again. This restructuring of the star will quickly
bring it back to the Hayashi line. Therefore the region to the right of the Hayashi line, withTeff <

Teff,HL , is aforbidden regionfor any star in hydrostatic equilibrium.

9.1.2 Pre-main-sequence contraction

As a newly formed star emerges from the dynamical collapse phase it settles on the Hayashi line
appropriate for its mass, with a radius roughly given by eq. (9.4). From this moment on we speak of
thepre-main sequencephase of evolution. The pre-main sequence (PMS) star radiates at a luminosity
determined by its radius on the Hayashi line. Since it is still too cool for nuclear burning, the energy
source for its luminosity is gravitational contraction. As dictated by the virial theorem, this leads to
an increase of its internal temperature. As long as the opacity remains high and the PMS star remains
fully convective, it contracts along its Hayashi line and thus its luminosity decreases. Since fully
convective stars are accurately described byn = 1.5 polytropes, this phase of contraction is indeed
homologous to a very high degree! Thus the central temperature increases asTc ∝ ρ

1/3
c ∝ 1/R.

As the internal temperature rises the opacity (and thus∇rad) decreases, until at some point∇rad <

∇ad in the central parts of the star and a radiative core develops. The PMS star then moves to the
left in the H-R diagram, evolving away from the Hayashi line towards higherTeff (see Fig. 9.4). As
it keeps on contracting the extent of its convective envelope decreasesand its radiative core grows
in mass. (This phase of contraction is no longer homologous, because the density distribution must
adapt itself to the radiative structure.) The luminosity no longer decreases but increases somewhat.
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Once the star is mainly radiative further contraction is again close to homologous. The luminosity
is now related to the temperature gradient and mostly determined by the mass of theprotostar (see
Sect. 7.4.2). This explains why PMS stars of larger mass turn away from theHayashi line at a higher
luminosity than low-mass stars, and why their luminosity remains roughly constantafterward.

Contraction continues, as dictated by the virial theorem, until the central temperature becomes
high enough for nuclear fusion reactions. Once the energy generatedby hydrogen fusion compensates
for the energy loss at the surface, the star stops contracting and settles on thezero-age main sequence
(ZAMS) if its mass is above the hydrogen burning limit of 0.08M⊙ (see Chapter 8). Since the nuclear
energy source is much more concentrated towards the centre than the gravitational energy released
by overall contraction, the transition from contraction to hydrogen burning again requires a (non-
homologous) rearrangement of the internal structure.

Before thermal equilibrium on the ZAMS is reached, however, several nuclear reactions have
already set in. In particular, a small quantity ofdeuteriumis present in the interstellar gas out of
which stars form, with a mass fraction∼ 10−5. Deuterium is a very fragile nucleus that reacts easily
with normal hydrogen (2H + 1H → 3He+ γ, the second reaction in the pp chain). This reaction
destroys all deuterium present in the star whenT ≈ 1.0 × 106 K, while the protostar is still on the
Hayashi line. The energy produced (5.5 MeV per reaction) is large enough to halt the contraction of
the PMS star for a few times 105 yr. (A similar but much smaller effect happens somewhat later at
higherT when the initially present lithium, with mass fraction∼< 10−8, is depleted). Furthermore, the
12C(p, γ)13N reaction is already activated at a temperature below that of the full CNO-cycle, due to
the relatively large initial12C abundance compared to the equilibrium CNO abundances. Thus almost
all 12C is converted into14N before the ZAMS is reached. The energy produced in this way also halts
the contraction temporarily and gives rise to the wiggles in the evolution tracks just above the ZAMS
location in Fig, 9.4. Note that this occurs even in low-mass stars,∼

< 1 M⊙, even though the pp chain
takes over the energy production on the main sequence in these stars onceCN equilibrium is achieved
(see Sect. 9.2).

Finally, the time taken for a protostar to reach the ZAMS depends on its mass. This time is
basically the Kelvin-Helmholtz contraction timescale (eq. 2.36). Since contraction is slowest when
bothRandL are small, the pre-main sequence lifetime is dominated by the final stages of contraction,
when the star is already close to the ZAMS. We can therefore estimate the PMS lifetime by putting
ZAMS values into eq. (2.36) which yieldsτPMS ≈ 107(M/M⊙)−2.5 yr. Thus massive protostars reach
the ZAMS much earlier than lower-mass stars (and the term ‘zero-age’ main sequence is somewhat
misleading in this context, although it hardly makes a difference to the total lifetime of a star). Indeed
in young star clusters (e.g. the Pleiades) only the massive stars have reached the main sequence while
low-mass stars still lie above and to the right of it.

9.2 The zero-age main sequence

Stars on the zero-age main sequence are (nearly) homogeneous in composition and are in complete
(hydrostatic and thermal) equilibrium. Detailed models of ZAMS stars can be computed by solv-
ing the four differential equations for stellar structure numerically. It is instructive to compare the
properties of such models to the simple main-sequence homology relations derived in Sect. 7.4.

From the homology relations we expect a homogeneous, radiative star in hydrostatic and thermal
equilibrium with constant opacity and an ideal-gas equation of state to follow a mass-luminosity and
mass-radius relation (7.32 and 7.36),

L ∝ µ4 M3, R∝ µ
ν−4
ν+3 M

ν−1
ν+3 .
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Figure 9.5. ZAMS mass-luminosity (left) and mass-radius (right) relations from detailed structure models
with X = 0.7,Z = 0.02 (solid lines) and from homology relations scaled to solarvalues (dashed lines). For
the radius homology relation, a valueν = 18 appropriate for the CNO cycle was assumed (givingR ∝ M0.81);
this does not apply toM < 1 M⊙ so the lower part should be disregarded. Symbols indicate components of
double-lined eclipsing binaries with accurately measuredM, RandL, most of which are MS stars.

These relations are shown as dashed lines in Fig. 9.5, where they are compared to observed stars with
accurately measuredM, L andR (see Chapter 1) and to detailed ZAMS models. The mass-radius
homology relation depends on the temperature sensitivity (ν) of the energy generation rate, and is
thus expected to be different for stars in which the pp chain dominates (ν ≈ 4, R ∝ M0.43) and stars
dominated by the CNO cycle (ν ≈ 18,R∝ µ0.67M0.81, as was assumed in Fig. 9.5).

Homology predicts the qualitative behaviour rather well, that is, a steepL-M relation and a much
shallowerR-M relation. However, it is not quantitatively accurate and it cannot account for the
changes in slope (d logL/d log M andd logR/d log M) of the relations. This was not to be expected,
given the simplifying assumptions made in deriving the homology relations. The slope of theL-
M relation is shallower than the homology value of 3 for masses below 1M⊙, because such stars
have large convective envelopes (as illustrated in Sect. 5.5; see also Sect. 9.2.2 below). The slope is
significantly steeper than 3 for masses between 1 and 10M⊙: in these stars the main opacity source is
free-free and bound-free absorption, which increases outward rather than being constant through the
star. In very massive stars, radiation pressure is important which resultsin flattening theL-M relation.
The reasons for the changes ind logR/d log M are similar. Note that for low masses we should have
used the homology relation for the pp chain (for reasons explained in Sect.9.2.1 below), which has
a smaller slope – the opposite of what is seen in the detailed ZAMS models. The occurrence of
convective regions (see Sect. 9.2.2) is the main reason for this non-homologous behaviour.

The detailed ZAMS models do reproduce the observed stellar luminosities quite well. The models
trace the lower boundary of observed luminosities, consistent with the expected increase ofL with
time during the main sequence phase (see Sect. 9.3). The same can be said for the radii (right panel
of Fig. 9.5), although the scatter in observed radii appears much larger.Partly this is due to the much
finer scale of the ordinate in this diagram compared to the luminosity plot. The fact that most of the
observed stellar radii are larger than the detailed ZAMS models is explained by expansion during
(and after) the main sequence (see Sect. 9.3).
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Figure 9.6. The location of the zero-age main
sequence in the Hertzsprung-Russell diagram for
homogeneous, detailed stellar models withX =

0.7,Z = 0.02 (blue solid line) and withX =

0.757,Z = 0.001 (red dashed line). Plus symbols
indicate models for specific masses (in units ofM⊙).
ZAMS models for metal-poor stars are hotter and
have smaller radii. Relatively low-mass stars at low
metallicity are also more luminous than their metal-
rich counterparts.

The location of the detailed ZAMS models in the H-R diagram is shown in Fig. 9.6. The solid
(blue) line depicts models for quasi-solar composition, which were also usedin Fig. 9.5. The increase
of effective temperature with stellar mass (and luminosity) reflects the steep mass-luminosity relation
and the much shallower mass-radius relation – more luminous stars with similar radiimust be hotter,
by eq. (1.1). The slope of the ZAMS in the HRD is not constant, reflecting non-homologous changes
in structure as the stellar mass increases.

The effect of compositionon the location of the ZAMS is illustrated by the dashed (red) line,
which is computed for a metal-poor mixture characteristic of Population II stars. Metal-poor main
sequence stars are hotter and have smaller radii. Furthermore, relativelylow-mass stars are also more
luminous than their metal-rich counterparts. One reason for these differences is a lower bound-free
opacity at lowerZ (eq. 5.33), which affects relatively low-mass stars (up to about 5M⊙). On the
other hand, higher-mass stars are dominated by electron-scattering opacity, which is independent of
metallicity. These stars are smaller and hotter for a different reason (see Sect. 9.2.1).

9.2.1 Central conditions

We can estimate how the central temperature and central density scale with massand composition for
a ZAMS star from the homology relations for homogeneous, radiative starsin thermal equilibrium
(Sec. 7.4.2, see eqs. 7.37 and 7.38 and Table 7.1). From these relations we may expect the central
temperature to increase with mass, the mass dependence being larger for thepp chain (Tc ∝ M0.57)
than for the CNO cycle (Tc ∝ M0.21). Since the CNO cycle dominates at highT, we can expect
low-mass stars to power themselves by the pp chain and high-mass stars by theCNO cycle. This
is confirmed by detailed ZAMS models, as shown in Fig. 9.7. For solar composition, the transition
occurs atT ≈ 1.7 × 107 K, corresponding toM ≈ 1.3 M⊙. Similarly, from the homology relations,
the central density is expected to decrease strongly with mass in stars dominated by the CNO cycle
(ρc ∝ M−1.4), but much less so in pp-dominated low-mass stars (ρc ∝ M−0.3). Also this is borne out
by the detailed models in Fig. 9.7; in fact the central density increases slightly with mass between 0.4
and 1.5M⊙. The abrupt change in slope at 0.4M⊙ is related to the fact that stars withM ∼< 0.4 M⊙
are completely convective. For these lowest-mass stars one of the main assumptions made in the
homology relations (radiative equilibrium) breaks down.
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Figure 9.7. Central temperature versus central den-
sity for detailed ZAMS models withX = 0.7,Z =
0.02 (blue solid line) and withX = 0.757,Z = 0.001
(red dashed line). Plus symbols indicate models for
specific masses (in units ofM⊙). The dotted lines in-
dicate the approximate temperature border between
energy production dominated by the CNO cycle and
the pp chain. This gives rise to a change in slope of
theTc, ρc relation.

The energy generation rate of the CNO cycle depends on the total CNO abundance. At lower
metallicity, the transition between pp chain and CNO cycle therefore occurs ata higher temperature.
As a consequence, the mass at which the transition occurs is also larger. Furthermore, high-mass stars
powered by the CNO cycle need a higher central temperature to provide thesame total nuclear power.
Indeed, comparing metal-rich and metal-poor stars in Figs. 9.6 and 9.7, the luminosity of two stars
with the same mass is similar, but their central temperature is higher. As a consequence of the virial
theorem (eq. 2.29 or 7.28), their radius must be correspondingly smaller.

9.2.2 Convective regions

An overview of the occurrence of convective regions on the ZAMS as afunction of stellar mass is
shown in Fig. 9.8. For any given massM, a vertical line in this diagram shows which conditions
are encountered as a function of depth, characterized by the fractional mass coordinatem/M. Gray
shading indicates whether a particular mass shell is convective (gray) orradiative (white). We can
thus distinguish three types of ZAMS star:

• completely convective, forM < 0.35M⊙,

• radiative core+ convective envelope, for 0.35M⊙< M < 1.2 M⊙,

• convective core+ radiative envelope, forM > 1.2 M⊙.

This behaviour can be understood from the Schwarzschild criterion forconvection, which tells
us that convection occurs when∇rad > ∇ad (eq. 5.50). As discussed in Sec. 5.5.1, a large value of
∇rad is found when the opacityκ is large, or when the energy flux to be transported (in particular the
value ofl/m) is large, or both. Starting with the latter condition, this is the case when a lot of energy
is produced in a core of relatively small mass, i.e. when the energy generation rateǫnuc is strongly
peaked towards the centre. This is certainly the case when the CNO-cycle dominates the energy
production, since it is very temperature sensitive (ν ≈ 18) which means thatǫnuc rapidly drops as
the temperature decreases from the centre outwards. It results in a steepincrease of∇rad towards the
centre and thus to a convective core. This is illustrated for a 4M⊙ ZAMS star in Fig. 5.4. The size of
the convective core increases with stellar mass (Fig. 9.8), and it can encompass up to 80% of the mass
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Figure 9.8. Occurrence of convective regions (gray shading) on the ZAMSin terms of fractional mass coor-
dinatem/M as a function of stellar mass, for detailed stellar models with a compositionX = 0.70, Z = 0.02.
The solid (red) lines show the mass shells inside which 50% and 90% of the total luminosity are produced. The
dashed (blue) lines show the mass coordinate where the radius r is 25% and 50% of the stellar radiusR. (After
Kippenhahn & Weigert.)

of the star whenM approaches 100M⊙. This is mainly related with the fact that at high mass,∇ad is
depressed below the ideal-gas value of 0.4 because of the growing importance of radiation pressure.
At 100M⊙ radiation pressure dominates and∇ad ≈ 0.25.

In low-mass stars the pp-chain dominates, which has a much smaller temperaturesensitivity.
Energy production is then distributed over a larger area, which keeps theenergy flux and thus∇rad

low in the centre and the core remains radiative (see the 1M⊙ model in Fig. 5.4). The transition
towards a more concentrated energy production atM > 1.2 M⊙ is demonstrated in Fig. 9.8 by the
solid lines showing the location of the mass shell inside which most of the luminosity isgenerated.

Convective envelopes can be expected to occur in stars with low effective temperature, as dis-
cussed in Sec. 7.2.3. This is intimately related with the rise in opacity with decreasing temperature
in the envelope. In the outer envelope of a 1M⊙ star for example,κ can reach values of 105 cm2/g
which results in enormous values of∇rad (see Fig. 5.4). Thus the Schwarzschild criterion predicts a
convective outer envelope. This sets in for masses less than≈ 1.5 M⊙, although the amount of mass
contained in the convective envelope is very small for masses between 1.2 and 1.5M⊙. Consistent
with the discussion in Sec. 7.2.3, the depth of the convective envelope increases with decreasingTeff

and thus with decreasingM, until for M < 0.35M⊙ the entire star is convective. Thus these very
low-mass stars lie on their respective Hayashi lines.

9.3 Evolution during central hydrogen burning

Fig. 9.9 shows the location of the ZAMS in the H-R diagram and various evolution tracks for different
masses at Population I composition, covering the central hydrogen burning phase. Stars evolve away
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from the ZAMS towards higher luminosities and larger radii. Low-mass stars (M ∼< 1 M⊙) evolve
towards higherTeff, and their radius increase is modest. Higher-mass stars, on the other hand, evolve
towards lowerTeff and strongly increase in radius (by a factor 2 to 3). Evolved main-sequence stars are
therefore expected to lie above and to the right of the ZAMS. This is indeed confirmed by comparing
the evolution tracks to observed stars with accurately determined parameters.

As long as stars are powered by central hydrogen burning they remain inhydrostatic and thermal
equilibrium. Since their structure is completely determined by the four (time-independent) structure
equations, the evolution seen in the HRD is due to the changing composition insidethe star (i.e. due
to chemical evolution of the interior). How can we understand these changes?

Nuclear reactions on the MS have two important effects on the structure:

• Hydrogen is converted into helium, therefore the mean molecular weightµ increases in the core
of the star (by more than a factor two from the initial H-He mixture to a pure He core by the
end of central hydrogen burning). The increase in luminosity can therefore be understood from
the homology relationL ∝ µ4 M3. It turns out that theµ4 dependence of this relation describes
the luminosity increase during the MS quite well, ifµ is taken as the mass-averaged value over
the whole star.

• The nuclear energy generation rateǫnuc is very sensitive to the temperature. Therefore nuclear
reactions act like athermostaton the central regions, keeping the central temperature almost
constant. Since approximatelyǫpp ∝ T4 andǫCNO ∝ T18, the CNO cycle is a better thermostat
than the pp chain. Since the luminosity increases and at the same time the hydrogen abundance
decreases during central H-burning, the central temperature must increase somewhat to keep
up the energy production, but the required increase inTc is very small.

Sinceµ increases whileTc ≈ constant, the ideal-gas law implies thatPc/ρc ∝ Tc/µmust decrease.
This means that either the central density must increase, or the central pressure must decrease. The
latter possibility means that the layers surrounding the core must expand, asexplained below. In
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Figure 9.9. Evolution tracks in the H-
R diagram during central hydrogen burn-
ing for stars of various masses, as la-
belled (in M⊙), and for a composition
X = 0.7,Z = 0.02. The dotted portion
of each track shows the continuation of
the evolution after central hydrogen ex-
haustion; the evolution of the 0.8M⊙ star
is terminated at an age of 14 Gyr. The
thin dotted line in the ZAMS. Symbols
show the location of binary components
with accurately measured mass, luminos-
ity and radius (as in Fig. 9.5). Each sym-
bol corresponds to a range of measured
masses, as indicated in the lower left cor-
ner (mass values inM⊙).
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either case, the density contrast between the core and the envelope increases, so that evolution during
central H-burning causesnon-homologouschanges to the structure.

9.3.1 Evolution of stars powered by the CNO cycle

We can understand why rather massive stars (M ∼> 1.3 M⊙) expand during the MS by considering the
pressure that the outer layers exert on the core:

Penv =

∫ M

mc

Gm

4πr4
dm (9.14)

Expansion of the envelope (increase inr of all mass shells) means a decrease in the envelope pressure
on the core. This decrease in pressure is needed because of the sensitive thermostatic action of the
CNO cycle,ǫCNO ∝ ρT18, which allows only very small increases inTc andρc. Sinceµc increases
as H being is burned into He, the ideal-gas law dictates thatPc must decrease. This is only possible
if Penv decreases, i.e. the outer layers must expand to keep the star in HE (ρenv ↓ andR ↑). This self-
regulating envelope expansion mechanism is the only way for the star to adapt itself to the composition
changes in the core while maintaining both HE and TE.

Another important consequence of the temperature sensitivity the CNO cycleis the large concen-
tration ofǫnuc towards the centre. This gives rise to a large central∇rad ∝ l/mand hence toconvective
cores, which are mixed homogeneously (X(m) = constant within the convective core massMcc). This
increases the amount of fuel available and therefore the lifetime of centralhydrogen burning (see
Fig. 9.10). In generalMcc decreases during the evolution, which is a consequence of the fact that
∇rad ∝ κ and sinceκ ∝ 1 + X for the main opacity sources (see Sect. 5.3) the opacity in the core
decreases as the He abundance goes up.

Towards the end of the main sequence phase, asXc becomes very small, the thermostatic action of
the CNO reactions diminishes andTc has to increase substantially to keep up the energy production.
When hydrogen is finally exhausted, this occurs within the whole convective core of massMcc and
ǫnuc decreases. The star now loses more energy at its surface than is produced in the centre, it gets
out of thermal equilibrium and it will undergo an overall contraction. This occurs at the red point of
the evolution tracks in Fig. 9.9, after whichTeff increases. At the blue point of the hook feature in the
HRD, the core has contracted and heated up sufficiently that at the edge of the former convective core
the temperature is high enough for the CNO cycle to ignite again in a shell around the helium core.
This is the start of thehydrogen-shell burningphase which will be discussed in Chapter 10.

9.3.2 Evolution of stars powered by the pp chain

In stars withM ∼< 1.3 M⊙ the central temperature is too low for the CNO cycle and the main energy-
producing reactions are those of the pp chain. The lower temperature sensitivity ǫpp ∝ ρT4 means
thatTc andρc increase more than was the case for the CNO cycle. Therefore the outer layers need to
expand less in order to maintain hydrostatic equilibrium in the core. As a result,the radius increase
in low-mass stars is modest and they evolve almost parallel to the ZAMS in the H-Rdiagram (see
Fig. 9.9).

Furthermore, the lowerT-sensitivity of the pp chains means that low-mass stars have radiative
cores. The rate of change of the hydrogen abundance in each shell isthen proportional to the overall
reaction rate of the pp chain (by eq. 6.41), and is therefore highest in thecentre. Therefore a hydrogen
abundance gradient builds up gradually, withX(m) increasing outwards (see Fig. 9.10). As a result,
hydrogen is depleted gradually in the core and there is a smooth transition to hydrogen-shell burning.
The evolution tracks for low-mass stars therefore do not show a hook feature.
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Figure 9.10. Hydrogen abundance profiles at different stages of evolution for a 1M⊙ star (left panel) and a
5 M⊙ star (right panel) at quasi-solar composition. Figures reproduced from Salaris & Cassisi.

Note that stars in the approximate mass range 1.1− 1.3 M⊙ (at solar metallicity) undergo a transi-
tion from the pp chain to the CNO cycle as their central temperature increases. Therefore these stars
at first have radiative cores and later develop a growing convective core. At the end of the MS phase
such stars also show a hook feature in the HRD.

9.3.3 The main sequence lifetime

The timescaleτMS that a star spends on the main sequence is essentially the nuclear timescale for
hydrogen burning, given by eq. (2.37). Another way of deriving essentially the same result is by
realizing that, in the case of hydrogen burning, the rate of change of the hydrogen abundanceX is
related to the energy generation rateǫnuc by eq. (6.43),

dX
dt
= −
ǫnuc

qH
. (9.15)

Here qH = QH/4mu is the effective energy release per unit mass of the reaction chain (41H →
4He+ 2 e+ + 2ν), corrected for the neutrino losses. HenceqH is somewhat different for the pp chain
and the CNO cycle. Note thatqH/c2 corresponds to the factorφ used in eq. (2.37). If we integrate
eq. (9.15) over all mass shells we obtain, for a star in thermal equilibrium,

dMH

dt
= −

L
qH
, (9.16)

whereMH is the total mass of hydrogen in the star. Note that while eq. (9.15) only strictly applies
to regions where there is no mixing, eq (9.16) is also valid if the star has a convective core, because
convective mixing only redistributes the hydrogen supply. If we now integrate over the main sequence
lifetime we obtain for the total mass of hydrogen consumed

∆MH =
1

qH

∫ τMS

0
L dt =

〈L〉 τMS

qH
, (9.17)
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where〈L〉 is the time average of the luminosity over the main-sequence lifetime. We can write∆MH =

fnucM by analogy with eq. (2.37), and writefnuc as the product of the initial hydrogen mass fraction
X0 and an effective core mass fractionqc inside which all hydrogen is consumed, so that

τMS = X0 qH
qcM
〈L〉
. (9.18)

We have seen that the luminosity of main-sequence stars increases stronglywith mass. Since the
variation ofL during the MS phase is modest, we can assume the same relation between〈L〉 andM
as for the ZAMS. The other factors appearing in eq. (9.18) do not or only weakly depend on the mass
of the star (see below) and can in a first approximation be taken as constant. For a mass-luminosity
relation〈L〉 ∝ Mη – whereη depends on the mass range under consideration withη ≈ 3.8 on average
– we thus obtainτMS ∝ M1−η. HenceτMS decreases strongly towards larger masses.

This general trend has important consequences for the observed H-Rdiagrams of star clusters.
All stars in a cluster can be assumed to have formed at approximately the same timeand therefore
now have the same ageτcl. Cluster stars with a mass above a certain limitMto have main-sequence
lifetimesτMS < τcl and have therefore already left the main sequence, while those withM < Mto are
still on the main sequence. The main sequence of a cluster has an upper end(the ‘turn-off point’) at
a luminosity and effective temperature corresponding toMto, the so-calledturn-off mass, determined
by the conditionτMS(Mto) = τcl. The turn-offmass and luminosity decrease with cluster age (e.g. see
Fig. 1.2). This the basis for theage determinationof star clusters.

The actual main-sequence lifetime depend on a number of other factors. The effective energy
release per gramqH depends on which reactions are involved in energy production and therefore has
a slight mass dependence. More importantly, the exact value ofqc is determined by the hydrogen
profile left at the end of the main sequence. This is somewhat mass-dependent, especially for massive
stars in which the relative size of the convective core tends to increase withmass (Fig. 9.8). A larger
convective core mass means a larger fuel reservoir and a longer lifetime.Our poor understanding of
convection and mixing in stars unfortunately introduces considerable uncertainty in the size of this
reservoir and therefore both in the main-sequence lifetime of a star of a particular mass and in its
further evolution.

9.3.4 Complications: convective overshooting and semi-convection

As discussed in Sect. 5.5.4, the size of a convective region inside a star is expected to be larger than
predicted by the Schwarzschild (or Ledoux) criterion because of convectiveovershooting. However,
the extentdov of the overshooting region is not known reliably from theory. In stellar evolution
calculations this is usually parameterized in terms of the local pressure scale height,dov = αovHP. In
addition, other physical effects such as stellar rotation may contribute to mixing material beyond the
formal convective core boundary. Detailed stellar evolution models in whichthe effects of convective
overshooting are taken into account generally provide a better match to observations. For this reason,
overshooting (or perhaps a variety of enhanced mixing processes) is thought to have a significant
effect in stars with sizable convective cores on the main sequence.

Overshooting has several important consequences for the evolution ofa star:

1. a longer main-sequence lifetime, because of the larger hydrogen reservoir available;

2. a larger increase in luminosity and radius during the main sequence, because of the larger region
inside whichµ increases which enhances the effects onL andRdiscussed earlier in this section;

3. the hydrogen-exhausted core mass is larger at the end of the main sequence, which in turn leads
to (a) larger luminosities during all evolution phases after the main sequence (e.g. see Fig. 10.2
in the next chapter) and, as a result, (b)shorterlifetimes of these post-main sequence phases.
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Figure 9.11. Two examples ofisochrone fittingto the colour-magnitude diagrams of open clusters, NGC 752
and IC 4651. The distribution of stars in the turn-off region is matched to isochrones for standard stellar
evolution models (std) and for models with convective overshooting (ovs). The overshooting models are better
able to reproduce the upper extension of the main sequence band in both cases.

Some of these effects, particularly (2) and (3a), provide the basis of observational testsof overshoot-
ing. Stellar evolution models computed with different values ofαov are compared to the observed
width of the main sequence band in star clusters (see for example Fig. 9.11),and to the luminosities
of evolved stars in binary systems. If the location in the HRD of the main sequence turn-off in a clus-
ter is well determined, or if the luminosity difference between binary components can be accurately
measured, a quantitative test is possible which allows a calibration of the parameterαov. Such tests
indicate thatαov ≈ 0.25 is appropriate in the mass range 1.5 – 8M⊙. For larger masses, however,αov

is poorly constrained.

Another phenomenon that introduces an uncertainty in stellar evolution modelsis related to the
difference between the Ledoux and Schwarzschild criterion for convection(see Sect. 5.5.1). Outside
the convective core a composition gradient (∇µ) develops, which can make this region dynamically
stable according to the Ledoux criterion while it would have been convective if the Schwarzschild
criterion were applied. In such a region an over-stable oscillation pattern can develop on the thermal
timescale, which slowly mixes the region and thereby smooths out the composition gradient. This pro-
cess is calledsemi-convection. Its efficiency and the precise outcome are uncertain. Semi-convective
situations are encountered during various phases of evolution, most importantly during central hy-
drogen burning in stars withM > 10M⊙ and during helium burning in low- and intermediate-mass
stars.
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Suggestions for further reading

The process of star formation and pre-main sequence evolution is treated inmuch more detail in
Chapters 18–20 of Maeder, while the properties and evolution on the main sequence are treated in
Chapter 25. See also Kippenhahn & Weigert Chapters 22 and 26–30.

Exercises

9.1 Kippenhahn diagram of the ZAMS

Figure 9.8 indicates which regions in zero-age main sequence stars are convective as a function of the
mass of the star.

(a) Why are the lowest-mass stars fully convective? Why does the mass of the convective envelope
decrease withM and disappear forM ∼> 1.3 M⊙?

(b) What changes occur in the central energy production around M = 1.3 M⊙, and why? How is this
related to the convection criterion? So why do stars withM ≈ 1.3 M⊙ have convective cores while
lower-mass stars do not?

(c) Why is it plausible that the mass of the convective core increases withM?

9.2 Conceptual questions

(a) What is the Hayashi line? Why is it a line, in other words: whyis there a whole range of possible
luminosities for a star of a certain mass on the HL?

(b) Why do no stars exist with a temperature cooler than that ofthe HL? What happens if a star would
cross over to the cool side of the HL?

(c) Why is there a mass-luminosity relation for ZAMS stars? (In other words, why is there a unique
luminosity for a star of a certain mass?)

(d) What determines the shape of the ZAMS is the HR diagram?

9.3 Central temperature versus mass

Use the homology relations for the luminosity and temperature of a star to derive how the central tem-
perature in a star scales with mass, and find the dependence ofTc on M for the pp-chain and for the
CNO-cycle. To make the result quantitative, use the fact that in the Sun withTc ≈ 1.3× 107 K the pp-
chain dominates, and that the CNO-cycle dominates for masses M ∼> 1.3 M⊙. (Why does the pp-chain
dominate at low mass and the CNO-cycle at high mass?)

9.4 Mass-luminosity relation

Find the relation betweenL and M and the slope of the main sequence, assuming an opacity lawκ =

κ0 ρT−7/2 (the Kramers opacity law) and that the energy generation rate per unit massǫnuc ∝ ρTν, where
ν = 4.
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Chapter 10

Post-main sequence evolution through
helium burning

After the main-sequence phase, stars are left with a hydrogen-exhausted core surrounded by a still
hydrogen-rich envelope. To describe the evolution after the main sequence, it is useful to make a
division based on the mass:

low-mass starsare those that develop a degenerate helium core after the main sequence,leading to
a relatively long-livedred giant branchphase. The ignition of He is unstable and occurs in a
so-calledhelium flash. This occurs for masses between 0.8M⊙ and≈ 2 M⊙ (this upper limit is
sometimes denoted asMHeF).

intermediate-mass starsdevelop a helium core that remains non-degenerate, and they ignite helium
in a stable manner. After the central He burning phase they form a carbon-oxygen core that
becomes degenerate. Intermediate-mass stars have masses betweenMHeF and Mup ≈ 8 M⊙.
Both low-mass and intermediate-mass stars shed their envelopes by a strong stellar wind at the
end of their evolution and their remnants are CO white dwarfs.

massive starshave masses larger thanMup ≈ 8 M⊙ and ignite carbon in a non-degenerate core.
Except for a small mass range (≈ 8−11M⊙) these stars also ignite heavier elements in the core
until an Fe core is formed which collapses.

In this chapter the evolution between the end of the main sequence and the development of a carbon-
oxygen core is discussed. We concentrate on low-mass and intermediate-mass stars, but the principles
are equally valid for massive stars. The evolution of massive stars in the H-R diagram is, however,
also strongly affected by mass loss and we defer a more detailed discussion of massive starsuntil
Chapter 12.

10.1 The Scḧonberg-Chandrasekhar limit

During central hydrogen burning on the main sequence, we have seen that stars are in thermal equi-
librium (τnuc ≫ τKH) with the surface luminosity balanced by the nuclear power generated in the
centre. After the main sequence a hydrogen-exhausted core is formed inside which nuclear energy
production has ceased. This inert helium core is surrounded by a hydrogen-burning shell and a H-
rich envelope. For such an inert core to be in thermal equilibrium requiresa zero net energy flow,
l(m) =

∫

m
ǫnucdm = 0 and hence dT/dr ∝ l = 0. This implies that the core must beisothermalto

remain in TE. Such a stable situation is possible only under certain circumstances.
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A star composed of ideal gas at constant temperature corresponds to a polytrope withγ = 1, i.e.
with n→ ∞. Such a polytrope would have infinite radius (Chapter 4) or, if its radius were finite, would
have infinitely high central density, both of which are unphysical. In otherwords,completely isother-
mal stars made of ideal gas cannot exist.The reason is that the pressure gradient needed to support
such a star against its own gravity is produced only by the density gradient,dP/dr = (RT/µ) dρ/dr,
with no help from a temperature gradient. Thus hydrostatic equilibrium in an isothermal star would
require a very large density gradient.

It turns out, however, that if only the core of the star is isothermal, and the massMc of this isother-
mal core is only a small fraction of the total mass of the star, then a stable configuration is possible. If
the core mass exceeds this limit, then the pressure within the isothermal core cannot sustain the weight
of the overlying envelope. This was first discovered by Schönberg and Chandrasekhar in 1942, who
computed the maximum core mass fractionqc = Mc/M to be

Mc

M
< qSC = 0.37

(

µenv

µc

)2

≈ 0.10 (10.1)

whereµc andµenv are the mean molecular weight in the core and in the envelope respectively. This
limit is known as theSchönberg-Chandrasekhar limit. The typical valueqSC ≈ 0.10 is appropriate
for a helium core withµc = 1.3 and a H-rich envelope. (A simple, qualitative derivation of eq. 10.1
can be found in Maeder Section 25.5.1.)
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Figure 10.1. Evolution tracks for stars of quasi-solar composition (X = 0.7, Z = 0.02) and masses of 1, 2,
3, 5, 7 and 10M⊙ in the H-R diagram (left panel) and in the central temperature versus density plane (right
panel). Dotted lines in both diagrams show the ZAMS, while the dashed lines in the right-hand diagram show
the borderlines between equation-of-state regions (as in Fig. 3.4). The 1M⊙ model is characteristic of low-mass
stars: the central core becomes degenerate soon after leaving the main sequence and helium is ignited in an
unstable flash at the top of the red giant branch. When the degeneracy is eventually lifted, He burning becomes
stable and the star moves to thezero-age horizontal branchin the HRD, at logL ≈ 1.8. The 2M⊙ model is
a borderline case that just undergoes a He flash. The He flash itself is not computed in these models, hence
a gap appears in the tracks. The 5M⊙ model is representative of intermediate-mass stars, undergoing quiet
He ignition and He burning in a loop in the HRD. The appearanceof the 7 and 10M⊙ models in the HRD
is qualitatively similar. However, at the end of its evolution the 10M⊙ star undergoes carbon burning in the
centre, while the cores of lower-mass stars become stronglydegenerate. (Compare to Fig. 8.4.)
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Stars that leave the main sequence with a helium core mass below the Schönberg-Chandrasekhar
limit can therefore remain in complete equilibrium (HE and TE) during hydrogen-shell burning. This
is the case for stars with masses up to about 8M⊙, if convective overshooting is neglected. Over-
shooting increases the core mass at the end of central H-burning, and therefore the upper mass limit
for stars remaining in TE after the main sequence decreases to about 2M⊙ in calculations that include
moderate overshooting.

When the mass of the H-exhausted core exceeds the Schönberg-Chandrasekhar limit – either im-
mediately after the main sequence in relatively massive stars, or in lower-massstars after a period
of H-shell burning during which the helium core mass increases steadily – thermal equilibrium is no
longer possible. The helium core then contracts and builds up a temperaturegradient. This tempera-
ture gradient adds to the pressure gradient that is needed to balance gravity and keep the star in HE.
However, the temperature gradient also causes an outward heat flow from the core, such that it keeps
contracting and heating up in the process (by virtue of the virial theorem). This contraction occurs on
the thermal (Kelvin-Helmholtz) timescale in a quasi-static way, always maintaining astate very close
to HE.

Low-mass stars (M ∼< 2 M⊙) have another way of maintaining both HE and TE during hydrogen-
shell burning. In such stars the helium core is relatively dense and cooland electron degeneracy
can become important in the core after the main sequence. Degeneracy pressure is independent of
temperature and can support the weight of the envelope even in a relatively massive core, as long
as the degenerate core mass does not exceed the Chandrasekhar mass.1 In that case the Schönberg-
Chandrasekhar limit no longer applies. Inside such degenerate helium cores efficient energy transport
by electron conduction(Sec. 5.2.4) can keep the core almost isothermal.

Effects of core contraction: the ‘mirror principle’

The following principle appears to be generally valid, and provides a way of interpreting the results
of detailed numerical calculations:

Whenever a star has anactive shell-burning source, the burning shell acts as amirror between the
core and the envelope:

core contraction ⇒ envelope expansion
core expansion ⇒ envelope contraction

This ‘mirror principle’ can be understood by the following argument. To maintain thermal equi-
librium, the burning shell must remain at approximately constant temperature due to the thermostatic
action of nuclear burning. Contraction of the burning shell would entail heating, so the burning shell
must also remain at roughly constant radius. As the core contracts,ρshell must therefore decrease and
hence also the pressure in the burning shell must decrease. Therefore the pressurePenv of the overly-
ing envelope must decrease, so the layers above the shell must expand (an example of this behaviour
can be seen in Fig. 10.4, to be discussed in the next section).

10.2 The hydrogen-shell burning phase

In this section we discuss in some detail the evolution of stars during hydrogen-shell burning, until
the onset of helium burning. Based on the above section, qualitative differences are to be expected
between low-mass stars (M ∼< 2 M⊙) on the one hand and intermediate- and high-mass stars (M ∼>

1Note the very different physical meanings of theChandrasekhar massand theSchönberg-Chandrasekhar limit!
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Figure 10.2. Evolution track in the Hertzsprung-Russell diagram of a 5M⊙ star of initial compositionX =
0.7, Z = 0.02. See text for details. The evolution track in the left panel was computed without convective
overshooting. The right panel shows a comparison between this track and the evolution of the same star
computed with moderate overshooting (αov = lov/HP ≈ 0.25; dashed line), illustrating some of the effects
discussed in Sec. 9.3.4.

2 M⊙) on the other hand. Therefore we discuss these two cases separately,starting with the evolution
of higher-mass stars because it is relatively simple compared to low-mass stars. We use two detailed
stellar evolution sequences, for stars of 5M⊙ and 1M⊙ respectively, as examples for the general
evolutionary behaviour of stars in these two mass ranges.

10.2.1 Hydrogen-shell burning in intermediate-mass and massive stars

Fig. 10.2 shows the evolution track of a 5M⊙ star of quasi-solar composition (X = 0.7,Z = 0.02)
in the H-R diagram, and Fig. 10.3 shows some of the interior details of the evolution of this star as
a function of time from the end of central hydrogen burning. Point B in bothfigures corresponds
to the start of the overall contraction phase near the end of the main sequence (when the central H
mass fractionXc ≈ 0.03) and point C corresponds to the exhaustion of hydrogen in the centreand the
disappearance of the convective core. The hatched regions in the ‘Kippenhahn diagram’ (lower panel
of Fig. 10.3) show the rapid transition at point C from hydrogen burning inthe centre to hydrogen
burning in a shell.

The H-exhausted core initially has a mass of about 0.4M⊙ which is below the Scḧonberg-Chandra-
sekhar limit, so the star initially remains in TE and the first portion of the hydrogen-shell burning
phase (C–D) is relatively slow, lasting about 2× 106 yr. The temperature and density gradients be-
tween core and envelope are still shallow, so that the burning shell initially occupies a rather large
region in mass. This phase is therefore referred to asthick shell burning. The helium core gradually
grows in mass until it exceeds the S-C limit and the contraction of the core speeds up. The envelope
expands at the same time, exemplifying the ‘mirror principle’ discussed above. This becomes more
clear in Fig. 10.4 which shows the radial variations of several mass shells inside the star. After point
C the layers below the burning shell contract while the layers above expand, at an accelerating rate
towards the end of phase C–D. As a result the temperature and density gradients between core and
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Figure 10.3. Internal evolution of a 5M⊙ star of
initial compositionX = 0.7, Z = 0.02. The pan-
els show various internal quantities as a function
of time, from top to bottom:

(a) Contributions to the luminosity from hydro-
gen burning (red line), helium burning (blue)
and gravitational energy release (orange; dashed
parts show netabsorptionof gravitational en-
ergy). The black line is the surface luminosity.

(b) Central mass fractions of various elements
(1H, 4He,12C, 14N and16O) as indicated.

(c) Internal structure as a function of mass coor-
dinatem, known as a ‘Kippenhahn diagram’. A
vertical line through the graph corresponds to a
model at a particular time. Gray areas are con-
vective, lighter-gray areas are semi-convective.
The red hatched regions show areas of nuclear
energy generation, whereǫnuc > 10L/M (dark
red) andǫnuc > 2L/M (light red). The letters
B. . . J indicate the corresponding points in the
evolution track in the H-R diagram, plotted in
Fig. 10.2. See text for details.

envelope increase, and the burning shell occupies less and less mass (Fig. 10.3c). The latter portion of
hydrogen-shell burning is therefore referred to asthin shell burning. Most of the time between C and
D is spent in the thick shell burning phase at relatively small radii and logTeff > 4.05. The phase of
expansion from logTeff ≈ 4.05 to point D at logTeff ≈ 3.7 occurs on the Kelvin-Helmholtz timescale
and takes only a few times 105 yrs. A substantial fraction of the energy generated by shell burning is
absorbed by the expanding envelope (dashed yellow line in Fig. 10.3a), resulting in a decrease of the
surface luminosity between C and D.

The rapid evolution on a thermal timescale across the H-R diagram from the end of the main
sequence toTeff ≈ 5000 K is characteristic of all intermediate-mass stars. The probability of detecting
stars during this short-lived phase is very small, resulting in a gap in the distribution of stars in the
H-R diagram known as theHertzsprung gap.

As point D is approached the envelope temperature decreases and the opacity in the envelope rises,
impeding radiative energy transport. The envelope grows increasingly unstable to convection, starting
from the surface, until at D a large fraction of the envelope mass has become convective. During
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Figure 10.4. Radial variation of various mass
shells (solid lines) in the 5M⊙ (Z = 0.02) star of
Fig. 10.3, during the early post-main sequence
evolution. Each line is labelled with its mass co-
ordinatem in units of M⊙; the top-most curve
indicates the total radiusR. Gray areas indicate
convection and red cross-hatched areas have in-
tense nuclear burning (ǫnuc > 10L/M). Letters
B. . . E correspond to those in Fig. 10.3.

phase D–E the star is a red giant with a deep convective envelope. The star is then located close to the
Hayashi line in the H-R diagram, and while it continues to expand in responseto core contraction,
the luminosity increases as the effective temperature remains at the approximately constant value
corresponding to the Hayashi line. The expansion of the star between D and E still occurs on the
thermal timescale, so the H-shell burning phase of intermediate-mass stars onthe red-giant branch is
very short-lived.

At its deepest extent at point E, the base of the convective envelope is located at mass coordinate
m = 0.9 M⊙ which is below the maximum extent of the former convective core during central H-
burning (about 1.25M⊙ at the start of the main sequence). Hence material that was formerly inside
the convective core, and has therefore been processed by hydrogen burning and the CNO-cycle, is
mixed throughout the envelope and appears at the surface. This process is calleddredge-upand
occurs about halfway between D and E in Fig. 10.2. Dredge-up on the red giant branch also occurs in
low-mass stars and we defer its discussion to Sec. 10.2.3.

The helium cores of intermediate-mass stars remain non-degenerate duringthe entire H-shell
burning phase C–E, as can be seen in Fig. 10.1. These stars develop helium cores with masses larger
than 0.3M⊙, the minimum mass for helium fusion discussed in Ch. 8. In the 5M⊙ star at point E the
helium core mass is 0.6M⊙ when a central temperature of 108 K is reached and helium is ignited in
the core. The ignition of helium halts further core contraction and envelopeexpansion and therefore
corresponds to a local maximum in luminosity and radius. Evolution through helium burning will be
discussed in Sec. 10.3.1.

10.2.2 Hydrogen-shell burning in low-mass stars

Compared to intermediate-mass stars, low-mass stars (withM ∼< 2 M⊙) have small or no convective
cores during central hydrogen burning, and when they leave the main sequence their cores are rel-
atively dense and already close to becoming degenerate (see Fig. 10.1).In stars withM ∼< 1.1 M⊙
the transition from central to shell hydrogen burning is gradual and initiallyMc/M < 0.1 so the star
can remain in thermal equilibrium with an isothermal helium core. By the time the heliumcore has
grown to≈ 0.1M, its density is large enough that electron degeneracy dominates the pressure and the
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Figure 10.5. Evolution of a 1M⊙ star of ini-
tial compositionX = 0.7, Z = 0.02. The top
panel (a) shows the internal structure as a func-
tion of mass coordinatem. Gray areas are con-
vective, lighter-gray areas are semi-convective.
The red hatched regions show areas of nuclear
energy generation:ǫnuc > 5L/M (dark red) and
ǫnuc > L/M (light red). The letters A. . . J indi-
cate corresponding points in the evolution track
in the H-R diagram, plotted in the bottom panel
(b). See text for details.

Scḧonberg-Chandrasekhar limit has become irrelevant. Therefore low-mass stars can remain in HE
and TE throughout hydrogen-shell burning and there is no Hertzsprung gap in the H-R diagram.

This can be seen in Fig. 10.5 which shows the internal evolution of a 1M⊙ star with quasi-solar
composition in a Kippenhahn diagram and the corresponding evolution trackin the H-R diagram. Hy-
drogen is practically exhausted in the centre at point B (Xc = 10−3) after 9 Gyr, after which nuclear
energy generation gradually moves out to a thick shell surrounding the isothermal helium core. Be-
tween B and C the core slowly grows in mass and contracts, while the envelopeexpands in response
and the burning shell gradually becomes thinner in mass. By point C the heliumcore has become
degenerate. At the same time the envelope has cooled and become largely convective, and the star
finds itself at the base of thered giant branch(RGB), close to the Hayashi line. The star remains
in thermal equilibrium throughout this evolution and phase B–C lasts about 2 Gyr for this 1M⊙ star.
This long-lived phase corresponds to the well-populatedsubgiant branchin the H-R diagrams of old
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star clusters.
Stars with masses in the mass range 1.1 − 1.5 M⊙ show a very similar behaviour after the main

sequence, the only difference being the small convective core they develop during core H-burning.
This leads to a ‘hook’ in the evolution track at central H exhaustion (see Sec. 9.3). The subsequent
evolution during H-shell burning is similar, the core remaining in TE until it becomes degenerate on
the RGB and a correspondingly slow evolution across the subgiant branch. Stars with 1.5 ∼< M/M⊙ ∼<

2 do exhibit a small Hertzsprung gap as they reach the Schönberg-Chandrasekhar limit before their
cores become degenerate. After a period of slow, thick shell burning onthe subgiant branch they
undergo a phase of rapid, thermal-timescale expansion until they reach thegiant branch. In this case
the gap inTeff to be bridged is narrow because the main sequence is already relatively close in effective
temperature to the Hayashi line.

Regardless of these differences between stars of different mass during the early shell-H burning
phase, all stars withM ∼< 2 M⊙ have in common that their helium cores become degenerate before
the central temperature is high enough for helium ignition, and they settle into TEon the red giant
branch.

10.2.3 The red giant branch in low-mass stars

The evolution of low-mass stars along the red giant branch is very similar andalmost independent
of the mass of the star. The reason for this similarity is that by the time the helium core has become
degenerate, a very strong density contrast has developed between thecore and the envelope. The
envelope is so extended that it exerts very little weight on the compact core,while there is a very
large pressure gradient between core and envelope. The pressureat the bottom of the envelope (see
eq. 9.14) is very small compared to the pressure at the edge of the core and in the hydrogen-burning
shell separating core and envelope. Therefore the stellar structure depends almost entirely on the
properties of the helium core. Since the core is degenerate, its structure isindependent of its thermal
properties (temperature) and only depends on its mass. Therefore the structure of a low-mass red
giant is essentially a function of itscore mass.

As a result there is a very tight relation between the helium core mass and the luminosity of a red
giant, which is entirely due to the hydrogen shell-burning source. Thiscore-mass luminosityrelation
is very steep for small core masses,Mc ∼

< 0.5 M⊙ and can be approximately described by a power law

L ≈ 2.3× 105L⊙

(

Mc

M⊙

)6

(10.2)

Note that the luminosity of a low-mass red giant is independent of its total mass. Therefore the
evolution of all stars withM ∼

< 2 M⊙ converges after the core becomes degenerate, which occurs
whenMc ≈ 0.1M, i.e. later for largerM. From this point on also the central density and temperature
start following almost the same evolution track (e.g. see Fig. 10.1b).

In the H-R diagram the star is located along the Hayashi line appropriate forits massM. Higher-
mass red giants therefore have slightly higherTeff at the same luminosity.2 Note that the location
of the Hayashi line also depends on themetallicity of the star, since the effective temperature of a
completely convective star is determined by the H− opacity in the photosphere (Sec. 9.1.1). Because
the H− opacity increases with metallicity (Sec. 5.3), more metal-rich red giants of the samemass and
luminosity are located at lowerTeff. This provides a means of deriving the metallicity of a globular
cluster from the location of its RGB stars in the H-R diagram.

2This means there is also acore-mass radiusrelation, but it is less tight than theMc-L relation and depends slightly on
the total mass.
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Figure 10.6. Evolution track of a 0.8M⊙ star of
rather low metallicity,Z = 0.004. The inset shows
the temporary decrease of luminosity when the H-
burning shell crosses the hydrogen discontinuity left
by the first dredge-up (corresponding to point E in
Fig. 10.5). The open circle indicates where first
dredge-up occurs. Figure from Salaris & Cassisi.

As the H-burning shell adds mass to the degenerate helium core, the core slowly contracts and the
radius and luminosity increase. The higher luminosity means the H-shell must burn at a higher rate,
leading to faster core-mass growth. The evolution along the RGB thus speeds up as the luminosity
increases (see Fig. 10.5). The density contrast between core and envelope increases and the mass
within the burning shell decreases, to≈ 0.001M⊙ near the tip of the RGB. Since less mass is contained
in the burning shell while the luminosity increases, the energy generation rateper unit massǫnuc

increases strongly, which means the temperature within the burning shell alsoincreases. With it, the
temperature in the degenerate helium core increases. When the tip of the RGBis reached (at point F
in Fig. 10.5) atL ≈ 2000L⊙ and a core mass of≈ 0.45M⊙, the temperature in the degenerate core
has reached a value close to 108 K and helium is ignited. This is an unstable process due to the strong
degeneracy, and leads to a thermonuclear runaway known as thehelium flash(see Sec. 10.3.2).

First dredge-up and the luminosity bump

When the convective envelope reaches its deepest extent at point D in Fig. 10.5, it has penetrated into
layers that were processed by H-burning during the main sequence, and have been partly processed
by the CN-cycle. Up to point D the surface He abundance increases andthe H abundance decreases,
but more noticeably the C/N ratio decreases by a large factor. This is called thefirst dredge-upphase
(later dredge-ups occur after He burning).

Some time later, at point E in Fig. 10.5 the H-burning shell has eaten its way out tothe dis-
continuity left by the convective envelope at its deepest extent. The shellsuddenly finds itself in an
environment with a higher H abundance (and a lower mean molecular weight).As a consequence
it starts burning at a slightly lower rate, leading to a slight decrease in luminosity(see Fig. 10.6).
The resulting loop (the star crosses this luminosity range three times) results in alarger number of
stars in this luminosity range in a stellar population. This ‘bump’ in the luminosity function has been
observed in many old star clusters.

Mass loss on the red giant branch

Another process that becomes important in low-mass red giants ismass loss. As the stellar luminosity
and radius increase as a star evolves along the giant branch, the envelope becomes loosely bound and
it is relatively easy for the large photon flux to remove mass from the stellar surface. The process
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driving mass loss in red giants is not well understood. When calculating the effect of mass loss in
evolution models an empirical formula due to Reimers is often used:

Ṁ = −4× 10−13η
L
L⊙

R
R⊙

M⊙
M

M⊙/yr (10.3)

whereη is a parameter of order unity. Note that the Reimers formula implies that a fixed fraction of the
stellar luminosity is used to lift the wind material out of the gravitational potential well. However, the
relation is based on observations of only a handful of stars with well-determined stellar parameters.

A value ofη ∼ 0.25− 0.5 is often used because it gives the right amount of mass loss on the RGB
to explain the morphology in the H-R diagram of stars in the subsequent helium-burning phase, on
thehorizontal branch. The 1M⊙ star of our example loses about 0.3M⊙ of its envelope mass by the
time it reaches the tip of the giant branch.

10.3 The helium burning phase

As the temperature in the helium core approaches 108 K, the 3α reaction starts to produce energy at
a significant rate. This is the onset of thehelium burningphase of evolution. Unlike for hydrogen
burning, the reactions involved in helium burning (see Sect. 6.4.2) are the same for all stellar masses.
However, the conditions in the core at the ignition of helium are very different in low-mass stars
(which have degenerate cores) from stars of higher mass (with non-degenerate cores). Therefore
these cases will be discussed separately.

10.3.1 Helium burning in intermediate-mass stars

We again take the 5M⊙ star depicted in Figs. 10.2–10.3 as a typical example of an intermediate-mass
star. The ignition of helium takes place at point E in these figures. Since the core is non-degenerate
at this point (ρc ≈ 104 g/cm3, Fig. 10.1), nuclear burning is thermally stable and helium ignition
proceeds quietly. Owing to the high temperature sensitivity of the He-burningreactions, energy
production is highly concentrated towards the centre which gives rise to a convective core. The mass
of the convective core is 0.2M⊙ initially and grows with time (unlike was the case for hydrogen
burning).

Initially, the dominant reaction is the 3α reaction which converts4He into12C inside the convec-
tive core. As the12C abundance builds up, the12C+α reaction gradually takes over, so that16O is also
produced at a rate that increases with time (see Fig. 10.3b and compare to Fig. 6.6). When the central
He abundanceXHe < 0.2 the mass fraction of12C starts decreasing as a result of the diminishing
3α rate (which is proportional toX3

He). The final12C/16O ratio is about 0.3, decreasing somewhat
with stellar mass. This is related to the fact that in more massive stars the centraltemperature during
He burning is larger. Note that the final12C/16O ratio depends on the uncertain rate of the12C(α, γ)
reaction, and the values given here are for the rate that is currently thought to be most likely.

The duration of the central helium burning phase in our 5M⊙ star (E–H) is about 22 Myr, i.e.
approximately 0.27× τMS. This seems surprisingly long given that the energy gain per gram of He
burning is only 10 % of that of H burning, while the luminosity of the star is (on average) somewhat
larger than during the main sequence. The reason can be discerned from Fig. 10.3a: most of the
luminosity during helium burning still comes from the H-burning shell surrounding the core, although
the luminosity contribution of He burning (LHe) increases with time and becomes comparable towards
the end of this phase.

We can understand the behaviour ofLHe by considering that the properties of the helium core
essentially depend only on the core massMc and are hardly affected by the surrounding envelope. Be-
cause the envelope is very extended the pressure it exerts on the core (eq. 9.14) is negligible compared
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to the pressure inside the dense helium core. In factLHe is a steep function ofMc, analogous to the
main-sequenceM-L relation – indeed, if the envelope were stripped away, the bare helium corewould
lie on ahelium main sequence. The mass-luminosity relation for such helium main-sequence stars
can be approximately described by the homology relation (7.32) if the appropriate value ofµ is used.
As a result of H-shell burning,Mc grows with time during the He-burning phase andLHe increases
accordingly. Another consequence is that in models computed with convective overshootingLHe is
larger on account of the larger core mass left after the main sequence (see Sect. 9.3.4). Therefore the
duration of the He burning phase (i.e. the appropriate nuclear timescale,τnuc ∝ Mc/LHe) is shorterin
models with overshooting. A 5M⊙ star of the same composition computed with overshooting has a
main-sequence lifetimeτMS = 100 Myr and a helium-burning lifetime of 16 Myr.

During helium burning intermediate-mass stars describe a loop in the H-R diagram (E–H in
Fig. 10.2). After He ignition at the tip of the giant branch, the envelope contracts (on the nuclear
timescale for helium burning) and the stellar radius decreases. Initially the luminosity also decreases
while the envelope is mostly convective (E–F) and the star is forced to move along its Hayashi line.
When most of the envelope has become radiative at point F, the star leavesthe red giant branch and
the effective temperature increases. This is the start of a so-calledblue loop, the hottest point of which
is reached at G whenXHe ≈ 0.3. This also corresponds to a minimum in the stellar radius, after which
the envelope starts expanding and the star again approaches the giant branch whenXHe ≈ 0.05. By
the end of core helium burning (H) the star is back on the Hayashi line, very close to its starting point
(E). If we consider stars of different masses, the blue extension of the loops in the HRD increases (the
loops extend to largerTeff values) for increasing mass, up toM ≈ 12M⊙. (The behaviour of stars of
larger masses can be more complicated, one of the reasons being strong mass loss, and we defer a
discussion of this until Chapter 12.) On the other hand, forM ∼< 4 M⊙ the loops always stay close to
the red giant branch and do not become ’blue’.

The occurrence of blue loops is another example of a well-established result of detailed stellar
evolution calculations, that is difficult to explain in terms of basic physics. The detailed models
indicate that the occurrence and extension of blue loops depends quite sensitively on a number of
factors: the chemical composition (mainlyZ), the mass of the helium core relative to the envelope,
and the shape of the hydrogen abundance profile above the core. It therefore also depends on whether
convective overshooting was assumed to take place during the main sequence: this produces a larger
core mass, which in turn has the effect of decreasing the blue-ward extension of the loops while
increasing their luminosity.

The blue loops are important because they correspond to a slow, nucleartimescale phase of evo-
lution. One therefore expects the corresponding region of the H-R diagram to be well populated.
More precisely, since intermediate-mass stars spend part of their He-burning phase as red giants and
part of it in a blue loop, one expects such stars to fill a wedge-shaped region in the HRD. Indeed one
finds many stars in the corresponding region, both in the solar neighbourhood (Fig. 1.1, although this
is dominated bylow-massstars) and in open clusters with ages less than∼ 1 Gyr. The dependence
of the loops on overshooting also makes observational tests of overshooting using He-burning stars
possible. Another significant aspect of blue loops is that they are necessary for explaining Cepheid
variables (see Sect. 10.4), which are important extragalactic distance indicators.

10.3.2 Helium burning in low-mass stars

In low-mass stars (withM ∼< 2 M⊙) the helium burning phase differs from more massive stars in two
important aspects: (1) helium ignition occurs under degenerate conditions, giving rise to ahelium
flash, and (2) all low-mass stars start helium burning with essentially the same coremassMc ≈

0.45M⊙ (Sect. 10.2.3). The luminosity of low-mass He-burning stars is therefore almost independent
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Figure 10.7. The helium flash. Evolu-
tion with time of the surface luminosity
(Ls), the He-burning luminosity (L3α)
and the H-burning luminosity (LH) dur-
ing the onset of He burning at the tip of
the RGB in a low-mass star. Timet = 0
corresponds to the start of the main he-
lium flash. Figure from Salaris & Cas-
sisi.

of their mass, giving rise to ahorizontal branchin the HRD.

The helium flash

We again take a star of 1M⊙ as a typical example of all low-mass stars. Helium ignition occurs
whenTc ≈ 108 K and ρc ≈ 106 g/cm3, so the helium core is strongly degenerate (see Fig. 10.1).
We have seen in Sect. 7.5.2 that helium burning under these conditions is thermally unstable: the
energy generated by the 3α reaction causes a temperature increase, rather than a decrease, and helium
ignition thus initiates athermonuclear runaway. The reason is that the degenerate pressure is basically
independent ofT, so that the energy released by fusion does not increase the pressure and therefore
leads to negligible expansion and negligible work done. All nuclear energyreleased therefore goes
into raising the internal energy. Since the internal energy of the degenerateelectronsis a function
of ρ and hence remains almost unchanged, it is the internal energy of the non-degenerateions that
increases and thus raises the temperature. As a result, the evolution is vertically upward in theρc-Tc

diagram.3

The thermonuclear runaway leads to an enormous overproduction of energy: at maximum, the
local luminosity in the helium core isl ≈ 1010 L⊙ – similar to a small galaxy! However, this only
lasts for a few seconds. Since the temperature increases at almost constant density, degeneracy is
eventually lifted whenT ≈ 3 × 108 K. Further energy release increases the pressure when the gas
starts behaving like an ideal gas and thus causes expansion and cooling.All the energy released by
the thermonuclear runaway is absorbed in the expansion of the core, andnone of this nuclear power
reaches the surface. The expansion and cooling results in a decreaseof the energy generation rate,
until it balances the energy loss rate and the core settles in thermal equilibriumat Tc ≈ 108 K and
ρc ≈ 2× 104 g/cm3 (see Fig. 10.1). Further nuclear burning of helium is thermally stable.

Detailed numerical calculations of the helium flash indicate that this sequence of events indeed
takes place, but helium is not ignited in the centre but in a spherical shell atm ≈ 0.1 M⊙ whereT
has a maximum. This off-centre temperature maximum is due toneutrino lossesduring the preceding
red giant phase. These neutrinos are not released by nuclear reactions, but by spontaneous weak
interaction processes occurring at high density and temperature (see Section 6.5). Since neutrinos
thus created escape without interacting with the stellar gas, this energy loss leads to effective cooling

3This part of the evolution is skipped in the 1M⊙ model shown in Fig. 10.1, which is why a gap appears in the evolution
track. The evolution during the He flash is shown schematically as a dashedline for the 1M⊙ model in Fig. 8.4.
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Figure 10.8. Evolution with time of the lu-
minosities and central abundances in a 1M⊙
star during the late part of the red giant branch
and during helium burning. Letters D. . . H cor-
respond to the same evolution phases as in
Fig. 10.5.

of the central region of the degenerate helium core. The mass coordinateat whichTmax occurs (and
where helium ignites) decreases somewhat with stellar mass.

The high local luminosity causes almost the entire region between the ignition point (at m ≈
0.1 M⊙) up to the bottom of the H-burning shell (at 0.45M⊙) to become convective. The energy
released in the He flash is thus transported efficiently to the edge of the core, where it is absorbed
by expansion of the surrounding non-degenerate layers. Convectionalso mixes the product of the
He flash (12C produced in the 3α reaction) throughout the core. About 3 % of the helium in the core
is converted into carbon during the flash. Because the convective shellcontaining this carbon never
overlaps with the convective envelope surrounding the H-burning shell,this carbon does not reach the
surface. (However, this may be different at very low metallicity.)

After the He flash, the whole core expands somewhat but remains partially degenerate. In detailed
models a series of smaller flashes follows the main He flash (see Fig. 10.7) during ≈ 1.5 Myr, before
degeneracy in the centre is completely lifted and further He burning proceeds stably in a convective
core, as for intermediate-mass stars.

The horizontal branch

In our 1M⊙ example star, the helium flash occurs at point F in Fig. 10.5. Evolution through the
helium flash was not calculated for the model shown in this figure. Instead,the evolution of the star
is resumed at point G when the helium core has become non-degenerate and has settled into TE with
stable He burning in the centre and H-shell burning around the core. (Models constructed in this
way turn out to be very similar to models that are computed all the way through theHe flash, such
as shown in Fig. 10.7.) At this stage the luminosity and radius of the star have decreased by more
than an order of magnitude from the situation just before the He flash. Herewe again see the mirror
principle at work: in this case the core has expanded (from a degenerate to a non-degenerate state)
and the envelope has simultaneously contracted, with the H-burning shell acting as a ‘mirror’.

In the 1M⊙ star of solar composition shown in Fig. 10.5, helium burning occurs betweenG and
H. The position of the star in the H-R diagram does not change very much during this period, always
staying close (but somewhat to the left of) the red giant branch. The luminosity is≈ 50L⊙ for most

153



Figure 10.9. Location of the zero-age
horizontal branch (think gray line) for a
metallicity Z = 0.001 typical of glob-
ular clusters. These models have the
same core mass (0.489M⊙) but varying
total (i.e. envelope) mass, which deter-
mines their position in the H-R diagram.
Evolution tracks during the HB for sev-
eral total mass values are shown as thin
solid lines. Figure from Maeder.

of the time; this value is determined mainly by the core mass. Since the core mass at the start of
helium burning is≈ 0.45M⊙ for all low-mass stars, independent of stellar mass, the luminosity at
which He burning occurs is also almost independent of mass. If we consider He-burning stars of
a given composition (e.g. in a star cluster), only the envelope mass may vary from star to star. At
solar metallicity, all such stars occupy about the same position in the HRD. This gives rise to a so-
calledred clumpin observed colour-magnitude diagrams of low-mass stellar populations (visible for
instance in Fig. 1.1). However, the radius and effective temperature of He-burning stars depends on
their envelope mass. Stars with a small envelope mass (either because of a smaller initial mass, or
because they suffered a larger amount of mass loss on the RGB) can be substantially hotter thanthe
one shown in Fig. 10.5. Furthermore, at low metallicity the critical envelope mass, below which He-
burning stars become small and hot, is larger. Stars with different amounts of mass remaining in their
envelopes can then form ahorizontal branchin the HRD (Fig. 10.9). Horizontal branches are found
in old stellar populations, especially in globular clusters of low metallicity (an example is the globular
cluster M3 shown in Fig. 1.2). The observed distribution of stars along the HB varies greatly from
cluster to cluster, and the origin of these differentHB morphologiesis not fully understood.

The duration of the core helium burning phase is about 120 Myr, again independent of stellar
mass. While this is longer than in intermediate-mass stars, it is a much shorter fraction of the main-
sequence lifetime because of the much higher luminosity of the He-burning phase. The evolution of
the stellar structure during helium burning is qualitatively similar to that of intermediate-mass stars;
see Figs. 10.5a and 10.8. The most striking differences are:

• The contribution of He-burning to the stellar luminosity is larger, especially towards the end of
the phase. This is due to the relatively small envelope mass.

• The development of a substantialsemi-convectiveregion on top of the convective core. This
is related to a difference in opacity between the C-rich convective core and the He-rich zone
surrounding it, and gives rise to partial (non-homogeneous) mixing in this region.

• The occurrence of ‘breathing pulses’, giving rise to the sudden jumps inthe central composition
and in the luminosity. Whether these are real or simply a numerical artifact of one-dimensional
stellar models is not clear.4

4For details about the latter two effects, see either Salaris & Cassisi or John Lattanzio’s tutorial at
http://www.maths.monash.edu.au/j̃ohnl/StellarEvolnDemo/.
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Figure 10.10. The period-luminosity relation for classical Cepheids in the Large Magellanic Cloud. Luminos-
ity is expressed as absolute magnitude in the B band (left) and in the V band. Figure from Sandage et al. (2004,
A&A 424, 43).

10.4 Pulsational instability during helium burning

During their post-main sequence evolution, stars may undergo one or more episodes during which
they are unstable to radial pulsations. The most important manifestation of these pulsations are the
Cepheidvariables, luminous pulsating stars with periods between about 2 and 100 days. It turns out
that there is a well-defined correlation between the pulsation period and the luminosity of these stars,
first discovered for Cepheids in the Small Magellanic Cloud. A modern version of this empirical
relation is shown in Fig. 10.10. Their importance for astronomy lies in the fact that the period can
be easily determined, even for stars in other galaxies, and thus provides an estimate of the absolute
luminosity of such a star, making Cepheids importantstandard candlesfor the extragalactic distance
scale.

Cepheids lie along a pulsational instability strip in the H-R diagram (see Fig. 10.11). During
the evolution of an intermediate-mass star, this instability strip is crossed up to three times. The
first crossing occurs during H-shell burning (C–D in Fig. 10.2) but thisis such a rapid phase that the
probability of catching a star in this phase is very small. In stars with sufficiently extended blue loops,
another two crossings occur (F-G and G–H) during a much slower evolution phase. Cepheids must
thus be helium-burning stars undergoing a blue loop. Equivalently, theRR Lyraevariables seen in old
stellar populations lie along the intersection of the instability strip and the horizontal branch.

Since pulsation is a dynamical phenomenon, the pulsation period is closely related to the dy-
namical timescale (eq. 2.18). Therefore the pulsation periodΠ is related the mean density: to first
approximation once can writeΠ ∝ ρ̄−1/2 ∝ M−1/2R3/2. Each passage of the instability strip yields a
fairly well-defined radius and luminosity. Passage at a largerL corresponds to a largerRand therefore
to a largerΠ, because the variation in mass is smaller than that in radius and enters the relation with
a smaller power. This provides a qualitative explanation of the period-luminosity relation. The min-
imum observed period should correspond to the the lowest-mass star undergoing a blue loop. Also
the number of Cepheids as a function of period must correspond to the time it takes for a star of the
corresponding mass to cross the instability strip. Thus Cepheids provide a potential test of stellar
evolution models.
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10.4.1 Physics of radial stellar pulsations

The radial oscillations of a pulsating star result from pressure waves, i.esound waves that resonate in
the stellar interior. These radial oscillation modes are essentially standing waves, with a node at the
centre and an open end at the stellar surface – not unlike the sound waves in an organ pipe. Similarly,
there are several possible modes of radial pulsation, thefundamental modehaving just one node at the
centre, while thefirst andsecond overtonemodes have one or two additional nodes between the centre
and surface, etc. Most radially pulsating stars, such as Cepheids, areoscillating in their fundamental
mode.

In order to understand what powers the pulsations of stars in the instability strip, let us first
reconsider the dynamical stability of stars. We have seen in Sec. 7.5.1 that overall dynamical stability
requiresγad >

4
3. In this situation a perturbation of pressure equilibrium will be restored, therestoring

force being larger the moreγad exceeds the critical value of43. In practice, due to the inertia of the
layers under consideration, this will give rise to anoscillation around the equilibrium structure. A
linear perturbation analysis of the equation of motion (2.11) shows that a layer at mass coordinatem
having equilibrium radiusr0 will undergo radial oscillations with a frequency

ω2 = (3γad− 4)
Gm

r3
0

, (10.4)

if we assume the oscillations are adiabatic. Note thatω2 > 0 as long asγad >
4
3, consistent with

dynamical stability. On the other hand, forγad <
4
3 the frequency becomes imaginary, which indicates

Figure 10.11. Occurrence of various classes
of pulsating stars in the H-R diagram, over-
laid on stellar evolution tracks (solid lines).
Cepheid variables are indicated with ‘Ceph’,
they lie within the pulsational instability strip
in the HRD (long-dashed lines). Their equiv-
alents are the RR Lyrae variables among
HB stars (the horizontal branch is shown as
a dash-dotted line), and theδ Scuti stars
(δSct) among main-sequence stars. Pulsa-
tional instability is also found among lumi-
nous red giants (Mira variables), among mas-
sive main-sequence stars –βCep variables
and slowly pulsating B (SPB) stars, among
extreme HB stars known as subdwarf B stars
(sdBV) and among white dwarfs. Figure
from Christensen-Dalsgaard (2004).
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an exponential growth of the perturbation, i.e. dynamical instability. A proper average ofω over
the star yields the pulsation frequency of the fundamental mode. We can obtain an approximate
expression by replacingm with the total massM and r0 by the radiusR, and takingγad constant
throughout the star. This yields

Π0 =
2π

√

(3γad− 4)GM/R3
=

(

3π
(3γad− 4)Gρ̄

)1/2

. (10.5)

This is indeed the same expression as for the dynamical timescale, to within a factor of unity. One
can write

Π = Q

(

ρ̄

ρ̄⊙

)−1/2

, (10.6)

where the pulsation constantQ depends on the structure of the star and is different for different modes
of pulsation. For the fundamental mode,Q ≈ 0.04 days andQ is smaller for higher overtones.

Driving and damping of pulsations

In an exactly adiabatic situation the oscillations will maintain the same (small) amplitude. In reality
the situation is never exactly adiabatic, which means that the oscillations will generally be damped,
unless there is an instability that drives the oscillation, i.e. that makes their amplitude grow.

The requirement for growth of an oscillation is that the net work done by a mass element in the
star on its surroundings during an oscillation cycle must be positive,

∮

PdV > 0. By the first law of
thermodynamics, this work is provided by a net amount of heat being absorbed by the element during
the cycle,

∮

dQ =
∮

PdV > 0.

The change in entropy of the mass element is dS = dQ/T. Since entropy is a state variable,
∮

dQ/T =
0 during a pulsation cycle. A mass element maintaining constantT during a cycle therefore cannot
absorb any heat. Suppose that the temperature undergoes a small variation T(t) = T0 + δT(t) around
an average valueT0. Then

0 =
∮

dQ
T
=

∮

dQ
T0 + δT

≈

∮

dQ
T0

(

1−
δT
T0

)

, (10.7)

or
∮

dQ ≈
∮

dQ
δT
T0
. (10.8)

Eq. (10.8) means that heat must enter the element (dQ > 0) when the temperature is high (δT > 0), i.e.
when the layer is compressed, and/or heat must leave the layer (dQ < 0) during the low-temperature
part of the cycle (δT < 0), i.e. during expansion. This is known in thermodynamics as aheat engine,
and is analogous to what happens in a normal combustion motor, such as a car engine. In a pulsating
star, some layers may absorb heat and do work to drive the pulsation, whileother layers may lose
heat and thereby damp the pulsation (if

∮

dQ =
∮

PdV < 0). To determine the overall effect, the
contributions

∮

PdV must be integrated over all mass layers in the star.
In stars there are two possible mechanisms that can drive pulsations:
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• If nuclear reactions occur in a region that is compressed during a pulsation, then the increase
in T will lead to an increase in the energy generation rateǫnuc. This satisfies the criterion
(10.8) and is known as theǫ-mechanism.Although this is always present, the amplitudes of the
oscillations induced by this mechanism in the core of a star are usually so small that it cannot
drive any significant pulsations. It may have important effects in very massive stars, but it is
certainly not relevant for explaining Cepheid pulsations.

• If during the compression of a layer it becomes moreopaque, then the energy flowing through
this layer will be ‘trapped’. The resulting increase in temperature and pressure pushes the
layer outward. During the resulting expansion, the gas will become more transparent again and
release the trapped heat. This so-calledκ-mechanismcan thus maintain the oscillation cycle
and drive radial pulsations.

The condition for theκ-mechanism to work is therefore that the opacity must increase when the gas
is compressed. The compression during a pulsation cycle is not exactly adiabatic, otherwise the
mechanism would not work, but it is very close to adiabatic. Then the condition can be written as
(d lnκ/d lnP)ad > 0. We can write this as

(

d lnκ
d lnP

)

ad
=

(

∂ ln κ
∂ ln P

)

T
+

(

∂ ln κ
∂ ln T

)

P

(

d lnT
d lnP

)

ad
≡ κP + κT ∇ad, (10.9)

whereκP andκT are shorthand notation for the partial derivatives of lnκ with respect to lnP and lnT,
respectively. For successful pulsations we must therefore have

κP + κT ∇ad > 0. (10.10)

The instability strip and the period-luminosity relation

In stellar envelopes the opacity can be roughly described by a Kramers law, κ ∝ ρT−3.5, which when
combined with the ideal-gas law impliesκP ≈ 1 andκT ≈ −4.5. Since for an ionized ideal gas
∇ad = 0.4, we normally haveκP + κT ∇ad < 0, i.e.κ decreases upon compression and the star will not
pulsate. In order to satisfy (10.10) one must have either:

• κT > 0, which is the case when the H− opacity dominates, atT < 104 K. This may contribute to
the driving of pulsations in very cool stars, such as Mira variables (Fig.10.11), but the Cepheid
instability strip is located at too highTeff for this to be important.

• In case of a Kramers-like opacity, a small value of∇ad can lead to pulsation instability. For
κP ≈ 1 andκT ≈ −4.5, eq. (10.10) implies∇ad ∼

< 0.22. Such small values of∇ad can be found
in partial ionization zones, as we have seen in Sec. 3.5 (e.g. see Fig. 3.5).

Stars generally have two important partial ionization zones, one atT ≈ 1.5 × 104 K where both
H ↔ H+ + e− and He↔ He+ + e− occur, and one atT ≈ 4 × 104 K where helium becomes twice
ionized (He+ ↔ He++ + e−). These partial ionization zones can explain the location of the instability
strip in the H-R diagram, as follows.

• At largeTeff (for Teff ∼
> 7500 K, the ‘blue edge’ of the instability strip) both ionization zones lie

near the surface, where the density is very low. Although this region is indeed non-adiabatic,
the mass and heat capacity of these zones is too small to drive pulsations effectively.

• As Teff decreases, the ionization zones lie deeper into the stellar envelope. The mass and
heat capacity in the partial ionization zones increase, while remaining non-adiabatic enough to
absorb sufficient heat to drive pulsations.
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• At still smallerTeff (for Teff ∼
< 5500 K, the ‘red edge’ of the instability strip) the partial ioniza-

tion zones lie at such high density that the gas behaves almost adiabatically. Although these
zones still have a destabilizing effect, they cannot absorb enough heat to make the star as a
whole unstable.

Thus the instability strip occupies a narrow region in the H-R diagram, as indicated in Fig. 10.11. Its
location is related to the depth of the partial ionization zones. Since these zones occur in a specific
temperature range, the instability strip also occurs for a narrow range ofTeff values, and is almost
vertical in the H-R diagram (and parallel to the Hayashi line).

We can understand the period-luminosity relation from the dependence of the pulsation period on
mass and radius (eq. 10.6). Since Cepheids follow a mass-luminosity relation,M ∝ Lα, and since
L ∝ R2T4

eff, we can write

Π ∝ Q
R3/2

M1/2
∝ Q

L(3/4)−(1/2α)

T3
eff

.

With α ≈ 3 andTeff ≈ constant, we findΠ ∝ L0.6 or logL ≈ 1.7 logΠ + const. Detailed numerical
models give

logL = 1.270 logΠ + 2.570 (10.11)

for the blue edge, and a slope of 1.244 and a constant 2.326 for the red edge. The smaller slope than
in the simple estimate is mainly due to the fact that the effective temperature of the instability strip is
not constant, but slightly decreases with increasingL.

Suggestions for further reading

The contents of this chapter are also covered by Chapters 25.3.2 and 26.1–26.5 of Maeder, while
stellar pulsations and Cepheids are treated in detail in Chapter 15. See also Kippenhahn & Weigert,
Chapters 31 and 32.

Exercises

10.1 Conceptual questions

(a) Why does the luminosity of a star increase on the main sequence? Why do low-mass stars, like
the Sun, expand less during the main sequence than higher-mass stars?

(b) Explain what happens during the ‘hook’ at the end of the main sequence of stars more massive
than the Sun.

(c) What isconvective overshooting? Think of at least three effects of overshooting on the evolution
of a star.

(d) Explain the existence of aHertzsprung gapin the HRD for high-mass stars. Why is there no
Hertzsprung gap for low-mass stars?

(e) What do we mean by themirror principle?

(f) Why does the envelope become convective on the red giant branch? What is the link with the
Hayashi line?
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10.2 Evolution of the abundance profiles

(a) Use Fig. 10.3 to sketch the profiles of the hydrogen and helium abundances as a function of the
mass coordinate in a 5M⊙ star, at the ages corresponding to points C, E, G and H. Try to be as
quantitative as possible, using the information provided in the figure.

(b) Do the same for a 1M⊙ star, using Figs. 10.5 and 10.8, at points B, D, F and H.

(c) The abundances plotted in Figs. 10.3 and 10.8 are centralabundances. What happens to the abun-
dances at the surface?

10.3 Red giant branch stars

(a) Calculate the total energy of the Sun assuming that the density is constant, i.e. using the equation
for potential energyEgr = −

3
5GM2/R. In later phases, stars like the Sun become red giants, with

R ≈ 100R⊙. What would be the total energy, if the giant had constant density. Assume that the
mass did not change either. Is there something wrong? If so, why is it?

(b) What really happens is that red giants have a dense, degenerate, pure helium cores which grow to
∼ 0.45M⊙ at the end of the red giant branch (RGB). What is the maximum radius the core can
have for the total energy to be smaller than the energy of the Sun? (N.B. Ignore the envelope –
why are you allowed to do this?)

(c) For completely degenerate stars, one has

R= 2.6× 109 µe
−5/3

(

M
M⊙

)−1/3

cm, (10.12)

whereµe is the molecular weight per electron andµe = 2 for pure helium. Is the radius one finds
from this equation consistent with upper limit derived in (b)?

10.4 Core mass-luminosity relation for RGB stars

Low-mass stars on the RGB obey a core mass-luminosity relation, which is approximately given by
eq. (10.2). The luminosity is provided by hydrogen shell burning.

(a) Derive relation between luminosityL and the rate at which the core grows dMc/dt. Use the energy
released per gram in hydrogen shell burning.

(b) Derive how the core mass evolves in time, i.e,Mc = Mc(t).

(c) Assume that a star arrives to the RGB when its core mass is 15% of the total mass, and that it
leaves the RGB when the core mass is 0.45M⊙. Calculate the total time a 1M⊙ star spends on
the RGB and do the same for a 2M⊙ star. Compare these to the main sequence (MS) lifetimes of
these stars.

(d) What happens when the core mass reaches 0.45M⊙? Describe the following evolution of the star
(both its interior and the corresponding evolution in the HRD).

(e) What is the difference in evolution with stars more massive than 2M⊙?

10.5 Jump in composition

Consider a star with the following distribution of hydrogen:

X(m) =

{

0.1 for m< mc

0.7 for m≤ mc
(10.13)

(a) In this star a discontinuous jump in the composition profile occurs atm = mc. What could have
caused such a chemical profile? Explain whyP andT must be continuous functions.

(b) Calculate the jump in density∆ρ/ρ.

(c) Also calculate the jump in opacity,∆κ/κ, if the opacity is given as:
- Kramers:κb f ∼ Z(1+ X)ρT−3.5

- Electron scattering:κe = 0.2(1+ X)
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Chapter 11

Late evolution of low- and
intermediate-mass stars

After the central helium burning phase a central core composed of carbon and oxygen is formed. As
discussed before, the further evolution of a star differs greatly between massive stars on the one hand,
and low- and intermediate-mass stars on the other hand. The evolution of massive stars, in which the
core avoids degeneracy and undergoes further nuclear burning cycles, will be discussed in the next
chapter.

In low- and intermediate-mass stars, up to about 8M⊙, the C-O core becomes degenerate and their
late evolution is qualitatively similar. These stars evolve along the so-calledasymptotic giant branch
(AGB) in the H-R diagram. The AGB is a brief but interesting and important phase of evolution,
among other things because it is the site of rich nucleosynthesis. AGB stars also suffer from strong
mass loss, which eventually removes their envelope and leaves the degenerate C-O core, which after
a brief transition stage as the central star of a planetary nebula, becomes along-lived coolingwhite
dwarf.

11.1 The asymptotic giant branch

The AGB phase starts at the exhaustion of helium in the centre. In the examples of the 5 and 1M⊙
stars discussed in the previous chapter, this occurs at point H in the evolution tracks (Figs. 10.2 and
10.5). The star resumes its climb along the giant branch, which was interrupted by central helium
burning, towards higher luminosity. In low-mass stars the AGB lies at similar luminosities but some-
what higher effective temperature than the preceding RGB phase. This is the origin of the name
‘asymptotic’ giant branch. For stars more massive than about 2.5M⊙ the AGB lies at higher lumi-
nosities than the RGB and the name has no morphological meaning.

One can distinguish two or three phases during the evolution of a star along the AGB. These are
highlighted in Fig. 11.1 for our 5M⊙ example star, but the evolution of lower-mass stars is qualita-
tively similar.

The early AGB phase

After central He exhaustion the carbon-oxygen core contracts. During a brief transition all layers
below the H-burning shell contract (shortly after point H), until He burning shifts to a shell around
the CO core. The star now has two active burning shells and a double mirroreffect operates: the core
contracts, the He-rich layers above expand, and the outer envelope starts contracting. However, due
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Figure 11.1. Evolution of luminosities (upper
panel) and internal structure (lower panel) with
time in a 5M⊙ star (with compositionX = 0.70,
Z = 0.02) during the last stages of helium burning
and on the AGB. Compare with Fig. 10.3 for the
same star. The early AGB starts at point H, when
He burning shifts quite suddenly from the cen-
tre to a shell around the former convective core.
The H-burning shell extinguishes and at point K
second dredge-up occurs. The H-burning shell
is re-ignited some time later at point J. This is
the start of the double shell-burning phase, which
soon afterward leads to thermal pulses of the He-
burning shell (and break-down of this particular
model). The first thermal pulses can be seen in
the inset of the upper panel which shows the last
20 000 yr of this model calculation. Strong mass
loss is then expected to remove the stellar enve-
lope within∼< 106 yr, leaving the degenerate CO
core as a cooling white dwarf.

to expansion of the He-rich zone the temperature in the H-shell decreasesand the H-burning shell is
extinguished. Thus only one ‘mirror’ remains and now the entire envelope –He-rich layer plus H-rich
outer envelope – starts expanding in response to core contraction. A fairly long-lived phase follows in
which the stellar luminosity is provided almost entirely by He-shell burning (phase H-K in Fig. 11.1).
This is called theearly AGBphase.

The He-burning shell gradually adds mass to the growing CO core, which becomes degenerate
due to its increasing density. As the envelope expands and cools the convective envelope penetrates
deeper until it reaches the composition discontinuity left by the extinct H-shell at point K.

Second dredge-up

In stars of sufficiently high mass,M ∼> 4 M⊙ (depending somewhat on the initial composition and
on whether overshooting is included) a convective dredge-up episodecan occur, called thesecond
dredge-up. At point K in Fig. 11.1 the convective envelope is seen to penetrate down into the helium-
rich layers. This is due to a combination of the continuing expansion and cooling of these layers,
which increases their opacity, and the growing energy flux produced bythe He-burning shell – note
that the luminosity has been steadily growing. For lower-mass stars the H-burning shell remains
active at a low level, which prevents the convective envelope from penetrating deeper into the star.
Consequently, the second dredge-up does not occur in lower-mass stars.

In the material that is dredged up hydrogen has been burned into helium, while 12C and16O have
been almost completely converted into14N by the CNO-cycle. The amount of He- and N-rich material
dredged up is about 0.2M⊙ in the example shown, and can be as much as 1M⊙ in the most massive
AGB stars. This material is mixed with the outer convective envelope and appears at the surface.
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Thus the second dredge-up has a qualitatively similar, but much more dramaticeffect that the first
dredge-up phase that occurred on the RGB.

An additional important effect of the second dredge-up is the reduction of the mass of the H-
exhausted core, thus limiting the mass of the white dwarf that remains. Effectively, the occurrence of
second dredge-up thus increases the upper initial mass limit,Mup, of stars that produce white dwarfs.

The thermally pulsing AGB phase

As the He-burning shell approaches the H-He discontinuity, its luminosity decreases as it runs out of
fuel. The layers above then contract somewhat in response, thus heating the extinguished H-burning
shell until it is re-ignited. Both shells now provide energy and a phase ofdouble shell burningbegins.
However, the shells do not burn at the same pace: the He-burning shell becomes thermally unstable
and undergoes periodicthermal pulses, discussed in detail in Sec. 11.1.1. This phase is thus referred
to as thethermally pulsing AGB(TP-AGB).

The structure of a star during the TP-AGB phase is schematically depicted in Fig. 11.2. The
thermally pulsing phase of the AGB has a number of salient properties:

• The periodic thermal pulses alternate with mixing episodes and give rise to a uniquenucleosyn-
thesisof (among others)12C, 14N, and elements heavier than iron (Sec. 11.1.2). This process
gradually makes the stellar envelope and atmosphere more carbon-rich.

• Similar to the RGB, the stellar properties mainly depend on the size of the degenerate CO core.
In particular there is a tightcore mass-luminosityrelation,

L = 5.9× 104L⊙

(

Mc

M⊙
− 0.52

)

, (11.1)

which is not as steep as the RGB relation (10.2).
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Figure 11.2. Schematic structure of
an AGB star during its thermally puls-
ing phase. The CO core is degenerate
and very compact, and is surrounded
by two burning shells very close to-
gether in mass coordinate. The con-
vective envelope by contrast is very ex-
tended and tenuous, having a radius
104–105 times the size of the core.
This loosely bound envelope is gradu-
ally eroded by the strong stellar wind,
which forms a dusty circumstellar enve-
lope out to several hundreds of stellar
radii. The convective envelope, stellar
atmosphere and circumstellar envelope
have a rich and changing chemical com-
position driven by nucleosynthesis pro-
cesses in the burning shells in the deep
interior.
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• Strongmass loss(10−7 − 10−4 M⊙/yr), probably driven by dynamical (Mira) pulsations com-
bined with radiation pressure on dust particles formed in the cool atmosphere(Sec. 11.1.3),
gradually removes the envelope and replenishes the interstellar medium with thesynthesized
elements.

• The extended stellar atmosphere and circumstellar envelope, formed by the outflow, have a rich
molecular and dust chemistry. This is mainly revealed in their infra-red spectra, which have
been observed by space telescope missions such as ISO and Spitzer.

11.1.1 Thermal pulses and dredge-up

After the H-burning shell is reignited, the He-burning shell that lies underneath it becomes geomet-
rically thin. Nuclear burning in such a thin shell is thermally unstable, for the reasons discussed in
Sect. 7.5.2. This gives rise to periodicthermal pulsesof the He-burning shell. What happens during
a thermal pulse cycle is depicted schematically in Fig. 11.3.

• For most of the time, the He-burning shell is inactive. The H-burning shell adds mass to the
He-rich region between the burning shells (the intershell region), which increases the pressure
and temperature at the bottom of this region.

• When the mass of the intershell region reaches a critical value, helium is ignited in an unstable
manner, giving rise to a thermonuclear runaway called ahelium shell flash. (Note the difference
with thecoreHe flash in low-mass red giants, where electron degeneracy causes the thermonu-
clear runaway.) Values ofLHe ≈ 108 L⊙ are reached during∼ 1 year. The large energy flux
drives convection in the whole intershell region (producing anintershell convection zone, ICZ).

Figure 11.3. Schematic evolution of an AGB star through two thermal-pulse cycles. Convective regions are
shown as gray shaded areas, where ‘ICZ’ stands for the intershell convection zone driven by the He-shell flash.
The H-exhausted core mass is shown as a thin red solid line andthe He-exhausted core mass as a dashed line.
Thick red lines indicate when nuclear burning is active in these shells. Only the region around the two burning
shells is shown, comprising∼ 0.01M⊙. The hatched region indicates a shell or ‘pocket’ rich in13C that is
formed at the interface of the H-rich envelope and the C-richintershell region, following a dredge-up episode.
Note that the time axis is highly non-linear: the He shell-flash and dredge-up phases (lasting∼ 100 years) are
expanded relative to the interpulse phase (104 − 105 years).
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Figure 11.4. Evolution of a 3M⊙ star with X =
0.7,Z = 0.02 during the TP-AGB phase. Time is
counted since the first thermal pulse. The three pan-
els show (a) the growth of the hydrogen-exhausted
core mass and helium-exhausted core mass, (b) the
He-burning luminosity and (c) the changes in surface
abundances by mass fraction of12C, 14N and 16O.
Except for the first few pulses, each thermal pulse
is followed by a dredge-up episode (sudden drop in
core mass) and a sudden increase in12C abundance.
Figure adapted from Stancliffe et al. (2004, MNRAS
352, 984).

This mixes12C produced by the 3α reaction, as well as other elements produced during He
burning, throughout the intershell region.

• The large energy release by the He-shell flash mostly goes into expansionof the intershell
region against the gravitational potential. This eventually allows the He-burning shell to expand
and cool as well, so that the He-shell flash dies down after several years. A phase of stable He-
shell burning follows which lasts up to a few hundred years. As a result of the expansion and
cooling of the intershell region after the He-shell flash, the H-burning shell extinguishes.

• Expansion and cooling of the intershell region can also lead to a deeper penetration of the
outer convective envelope. In some cases convection can penetrate beyond the now extinct
H-burning shell, such that material from the intershell region is mixed into the outer envelope.
This phenomenon is calledthird dredge-up. Note that this term is used even for stars that do
not experience the second dredge-up, and is used for all subsequent dredge-up events following
further thermal pulses. Helium as well as the products of He burning, in particular 12C, can
thus appear at the surface.

• Following third dredge-up, the H-burning shell is reignited and the He-burning shell becomes
inactive again. A long phase of stable H-shell burning follows in which the mass of the inter-
shell region grows until the next thermal pulse occurs. The duration of this interpulse period
depends on the core mass, lasting between 50,000 yrs (for low-mass AGB stars with CO cores
of ∼ 0.5 M⊙) to < 1000 yrs for the most massive AGB stars.

This thermal pulse cycle can repeat many times, as shown for a 3M⊙ AGB star in Fig. 11.4.
The pulse amplitude (the maximum helium-burning luminosity) increases with each pulse, which
facilitates dredge-up after several thermal pulses. In the example shown, third dredge-up first occurs
after the 7th thermal pulse (∼ 5× 105 yr after the start of the TP-AGB phase) and then follows after
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every subsequent pulse. The efficiency of dredge-up is often measured by a parameterλ, which is
defined as the ratio of the mass dredged up into the envelope over the mass bywhich the H-exhausted
core has grown during the preceding interpulse period (see Fig. 11.3),

λ =
∆Mdu

∆MH
. (11.2)

Third dredge-up has two important consequences. First, unlike the firstand second dredge-up which
only mix up H-burning products, the third dredge-up bring products ofhelium burningto the surface.
This leads to important nucleosynthesis (see Sec. 11.1.2). Second, third dredge-up limits the growth
of the CO core mass. Efficient dredge-up withλ ≈ 1 means that in the long run, the core mass does
not increase.

11.1.2 Nucleosynthesis and abundance changes on the AGB

The main effect of thermal pulses and third dredge-up operating in AGB stars is the appearance
of helium-burning products at the surface, in particular a large production of carbon. In the 3M⊙
model shown in Fig. 11.4, the surface12C abundance increases after every dredge-up episode and
thus gradually increases, until it exceeds the16O abundance after 1.3× 106 yr.

At the low temperatures in the stellar atmosphere, most of the C and O atoms are bound into CO
molecules, such that the spectral features of AGB stars strongly dependon the C/O number ratio.
If n(C)/n(O) < 1 (simply written as ‘C/O < 1’), then the remaining O atoms formoxygen-rich
molecules and dust particles, such as TiO, H2O and silicate grains. The spectra of such O-rich AGB
stars are classified as type M or S. As a result of repeated dredge-ups, at some point the C/O ratio
can exceed unity. If C/O > 1 then all O is locked into CO molecules and the remaining C forms
carbon-rich molecules and dust grains, e.g. C2, CN and carbonaceous grains like graphite. Such
more evolved AGB stars are classified ascarbon starswith spectral type C.

Besides carbon, the surface abundances of many other elements and isotopes change during the
TP-AGB phase. The direct evidence for active nucleosynthesis in AGBstars was the detection in
1953 of technetium, an element with only radioactive isotopes of which the longest-lived one (99Tc)
decays on a timescale of 2× 105 yrs. AGB stars are nowadays considered to be major producers in
the Universe of carbon, nitrogen and of elements heavier than iron by thes-process. They also make
an important contribution to the production of19F, 25Mg, 26Mg and other isotopes.

Production of heavy elements: the s-process

Spectroscopic observations show that many AGB stars are enriched in elements heavier than iron,
such as Zr, Y, Sr, Tc, Ba, La and Pb. These elements are produced viaslow neutron capture reactions
on Fe nuclei, the so-calleds-process. In this context ‘slow’ means that the time between successive
neutron captures is long compared to theβ-decay timescale of unstable, neutron-rich isotopes.

The synthesis of s-process elements requires a source of free neutrons, which can be produced in
the He-rich intershell region by either of two He-burning reactions:13C(α,n)16O and22Ne(α,n)25Mg.
The latter reaction can take place during the He-shell flash if the temperatureexceeds 3.5 × 108 K,
which is only reached in rather massive AGB stars. The22Ne required for this reaction is abundant
in the intershell region, because the14N that is left by the CNO-cycle is all converted into22Ne by
He-burning:14N(α, γ)18F(β+)18O(α, γ)22Ne.

The main neutron source in low-mass stars (up to 3M⊙) is probably the13C(α,n)16O reaction. The
current idea is that a thin shell or ‘pocket’ of13C is formed (shown as a hatched region in Fig. 11.3)
by partial mixing of protons and12C at the interface between the H-rich envelope and the C-rich
intershell region, which produces13C by the first step of the CN-cycle. The13C subsequently reacts
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with helium when the temperature reaches 108 K, releasing the required neutrons. The s-enriched
pocket is ingested into the ICZ during the next pulse, and mixed throughoutthe intershell region,
together with carbon produced by He burning. The carbon and s-process material from the intershell
region is subsequently mixed to the surface in the next dredge-up phase (see Fig. 11.3).

Hot bottom burning

In stars withM ∼> 4−5 M⊙, the temperature at the base of the convective envelope during the interpulse
period becomes so high (TBCE ∼

> 3 × 107 K) that H-burning reactions take place. The CNO cycle
then operates on material in the convective envelope, a process known as hot bottom burning. Its
main effects are: (1) an increase in the surface luminosity, which breaks the coremass-luminosity
relation; (2) the conversion of dredged-up12C into 14N, besides many other changes in the surface
composition. Hot bottom burning thus prevents massive AGB stars from becoming carbon stars, and
turns such stars into efficient producers ofnitrogen. Other nuclei produced during hot bottom burning
are7Li, 23Na, and25,26Mg.

11.1.3 Mass loss and termination of the AGB phase

Once a star enters the TP-AGB phase it can experience a large number ofthermal pulses. The number
of thermal pulses and the duration of the TP-AGB phase is limited by (1) the decreasing mass of the
H-rich envelope and (2) the growing mass of the degenerate CO core. Ifthe CO core mass is able
to grow close to theChandrasekhar mass, MCh ≈ 1.46M⊙, carbon will be ignited in the centre in a
so-called ‘carbon flash’ that has the power to disrupt the whole star (see Chapter 13). However, white
dwarfs are observed in rather young open clusters that still contain massive main-sequence stars. This
tells us that the carbon flash probably never happens in AGB stars, evenwhen the total mass is 8M⊙,
much larger thanMCh. The reason is thatmass lossbecomes so strong on the AGB that the entire
H-rich envelope can be removed before the core has had time to grow significantly. The lifetime of
the TP-AGB phase, 1− 2× 106 yr, is essentially determined by the mass-loss rate.
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Figure 11.5. Schematic evolution track
of a low-mass star in the H-R diagram,
showing the occurrence of the various
dredge-up episodes. Stars on the upper
AGB are observed to be enriched in s-
process elements (S stars) and in carbon
(C stars).
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Figure 11.6. Mass loss of AGB stars.Left: the observed cor-
relation between the pulsation periodP of Mira variables and
their mass-loss ratėM (in M⊙/yr) (from Vassiliadis & Wood
1993, ApJ 413, 641).Right: a theoretical model (Nowotny
et al. 2005, A&A 437, 273) showing streamlines in the outer
atmosphere of an AGB star undergoing radial pulsations. At
r ∼> 2R∗ dust particles form in the dense shocked regions and
radiation pressure on the dust then pushes the mass out.

AGB mass loss

That AGB stars have strong stellar winds is clear from their spectral energy distributions, which
show a large excess at infrared wavelengths. Many AGB stars (knownas OH/IR stars) are even
completely enshrouded in a dusty circumstellar envelope and are invisible at optical wavelengths.
The mechanisms driving such strong mass loss are not yet completely understood, but a combination
of dynamicalpulsationsandradiation pressureon dust particles formed in the atmosphere probably
plays an essential role. Stars located on the AGB in the H-R diagram are found to undergo strong
radial pulsations, they are known asMira variables (see Fig. 10.11). An observational correlation
exists between the pulsation period and the mass-loss rate, shown in Fig. 11.6a. As a star evolves
towards larger radii along the AGB, the pulsation period increases and sodoes the mass-loss rate,
from ∼ 10−8 M⊙/yr to ∼ 10−4 M⊙/yr for pulsation periods in excess of about 600 days.

The basic physical picture is illustrated in Fig. 11.6b. The pulsations induce shock waves in
the stellar atmosphere, which brings gas out to larger radii and thus increases the gas density in the
outer atmosphere. At about 1.5− 2 stellar radii, the temperature is low enough (∼ 1500 K) that dust
particles can condense. The dust particles are very opaque and, once they have formed, can easily
be accelerated by the radiation pressure that results from the high stellar luminosity. In the absence
of pulsations, the gas density at such a distance from the star would be too low to form dust. Even
though the gas in the atmosphere is mostly in molecular form (H2, CO, etc.) and the dust fraction
is only about 1%, the molecular gas is dragged along by the accelerated dust particles resulting in a
large-scale outflow.

Observationally, the mass-loss rate levels off at a maximum value of∼ 10−4 M⊙/yr (this is
the value inferred for dust-enshrouded OH/IR stars, the stars with the largest pulsation periods in
Fig. 11.6). This phase of very strong mass loss is sometimes called a ‘superwind’. Once an AGB
star enters this superwind phase, the H-rich envelope is rapidly removed.This marks the end of the
AGB phase. The high mass-loss rate during the superwind phase therefore determines both the maxi-
mum luminosity that a star can reach on the AGB, and its final mass, i.e. the mass ofthe white-dwarf
remnant (Fig. 11.7).
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Post-AGB evolution

When the mass of the H-rich envelope becomes very small, 10−2 − 10−3 M⊙ depending on the core
mass, the envelope shrinks and the star leaves the AGB. The resulting decrease in stellar radius occurs
at almost constant luminosity, because the H-burning shell is still fully activeand the star keeps
following the core mass-luminosity relation. The star thus follows a horizontal track in the H-R
diagram towards higher effective temperatures. This is thepost-AGBphase of evolution. Note that
the star remains in complete equilibrium during this phase: the evolution towards higherTeff is caused
by the decreasing mass of the envelope, which is eroded at the bottom by H-shell burning and at the
top by continuing mass loss. The typical timescale for this phase is∼ 104 yrs.

As the star gets hotter andTeff exceeds 30,000 K, two effects start happening: (1) the star develops
a weak but fast wind, driven by radiation pressure in UV absorption lines (similar to the winds of
massive OB-type stars, see Sec. 12.1); and (2) the strong UV flux destroys the dust grains in the
circumstellar envelope, dissociates the molecules and finally ionizes the gas. Part of the circumstellar
envelope thus becomes ionized (an HII region) and starts radiating in recombination lines, appearing
as aplanetary nebula. Current ideas about the formation of planetary nebulae are that they result
from the interaction between the slow AGB wind and the fast wind from the central star, which forms
a compressed optically thin shell from which the radiation is emitted.

When the envelope mass has decreased to 10−5 M⊙, the H-burning shell is finally extinguished.
This happens whenTeff ≈ 105 K and from this point the luminosity starts decreasing. The remnant
now cools as a white dwarf. In some cases the star can still experience a final thermal pulse during
its post-AGB phase (alate thermal pulse), or even during the initial phase of white dwarf cooling (a

Figure 11.7. Left: Relation between between the initial and final mass of low- and intermediate-mass stars,
from Kalirai et al. (2008, ApJ 676, 594). The data points represent white dwarfs observed in open clusters,
for which the mass has been determined from their spectra. The age of the clustertcl and the cooling time of
the white dwarftwd have been used to estimate the initial mass, becausetcl − twd corresponds to the lifetime
of the progenitor star. The solid line shows model predictions for the core mass of a star at the start of the
TP-AGB phase (from Marigo 2001, A&A 370, 194) for solar metallicity. The dotted line shows the final mass
of these models, which is reasonably consistent with the data points. The growth of the core mass on the AGB
is severely limited by dredge-up and strong mass loss.

Right: Observed mass distribution of white dwarfs, for a large sample of DA white dwarfs and a smaller
sample of DB white dwarfs (from Bergeron et al. 2007). There is a sharp peak between 0.55 and 0.6M⊙, as
can be expected from the initial-final mass relation becausemost white dwarfs come from low-mass stars with
M < 2 M⊙.
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very late thermal pulse). This can temporarily bring the star back to the AGB (sometimes referred to
as the ‘born-again AGB’ scenario).

11.2 White dwarfs

All stars with initial masses up to about 8M⊙ develop electron-degenerate cores and lose their en-
velopes during the AGB phase, and thus end their lives as white dwarfs. Nuclear fusion no longer
provides energy and white dwarfs shine by radiating the thermal energy stored in their interiors, cool-
ing at almost constant radius and decreasing luminosities. The faintest whitedwarfs detected have
L ≈ 10−4.5 L⊙. Observed WD masses are mostly in a narrow range around 0.6M⊙, see Fig. 11.7b,
which corresponds to the CO core mass of low-mass (∼

< 2 M⊙) AGB progenitors. This sharply peaked
mass distribution, along with the observationally induced initial-to-final mass relation (Fig. 11.7a),
are further evidence that AGB mass loss is very efficient at removing the stellar envelope.

The great majority of white dwarfs are indeed composed of C and O. Thosewith M < 0.45M⊙
are usually He white dwarfs, formed by a low-mass star that lost its envelopealready on the RGB.
This is not expected to happen in single stars, but can result from binaryinteraction and indeed most
low-mass WDs are found in binary systems. White dwarfs withM > 1.2 M⊙, on the other hand,
are mostly ONe white dwarfs. They result from stars that underwent carbon burning in the core but
developed degenerate ONe cores, which is expected to happen in a small initial mass range around
8 M⊙.

Thesurfacecomposition of white dwarfs is usually completely different than their interior com-
position. The strong surface gravity has resulted in separation of the elements, such that any hydrogen
left is found as the surface layer while all heavier elements have settled at deeper layers. Most white
dwarfs, regardless of their interior composition, therefore show spectra completely dominated by H
lines and are classified as DA white dwarfs. A minority of white dwarfs show only helium lines and
have spectroscopic classification DB. These have lost all hydrogen from the outer layers during their
formation process, probably as a result of a late or very late thermal pulse.

11.2.1 Structure of white dwarfs

As discussed earlier, the equation of state of degenerate matter is independent of temperature, which
means that the mechanical structure of a white dwarf is independent of its thermal properties. As a
white dwarf cools, its radius therefore remains constant. As long as the electrons are non-relativistic
the structure of a white dwarf can be described as an = 3

2 polytrope with constantK. Such stars
follow a mass-radius relation of the formR ∝ M−1/3, depicted in Fig. 11.8 as a dashed line. A
proper theory for WDs should take into account that the most energetic electrons in the Fermi sea
can move with relativistic speeds, even in fairly low-mass white dwarfs. This means that the equation
of state is generally not of polytropic form, but the relationP(ρ) has a gradually changing exponent
between5

3 and 4
3, as shown in Fig. 3.3. The pressure in the central region is therefore somewhat

smaller than that of a purely non-relativistic electron gas. Thus WD radii are smaller than given by
the polytropic relation, the difference growing with increasing mass (and increasing central density).
The relativistic theory, worked out by Chandrasekhar, predicts the mass-radius relation shown as a
solid line in Fig. 11.8. As the mass approaches the Chandrasekhar mass, given by eq. (4.22),

MCh = 1.459

(

2
µe

)2

M⊙, (11.3)

the radius goes to zero as all electrons become extremely relativistic. White dwarfs more massive
thanMCh must collapse as the relativistic degeneracy pressure is insufficient to balance gravity.
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Figure 11.8. Comparison of the radius-mass rela-
tion of a completely degenerate star computed us-
ing Chandrasekhar’s theory for white dwarfs (tak-
ing into account the partly relativistic velocities of
the electrons in the Fermi sea) and an approxima-
tion based on non-relativistic degeneracy.

Chandrasekhar’s white dwarf theory assumes the electrons are fully degenerate and non-interacting.
In reality, certain corrections have to be made to the structure, in particularelectrostatic interactions
between the electrons and ions (see Sec. 3.6.1). These give a negativecorrection to the electron pres-
sure, leading to a somewhat smaller radius at a particular mass. Furthermore, at high densitiesinverse
β-decaysbecome important. Examples are the reactions

24Mg + e− → 24Na+ ν, 24Na+ e− → 24Ne+ ν.

A neutron-rich nucleus such as24Na is normally unstable toβ-decay (24Na→ 24Mg + e− + ν̄), but at
high density is stabilized by the Fermi sea of energetic electrons: the decay isprevented because the
energy of the released electron is lower than the Fermi energy. Reactionssuch as these (also called
electron captures) decrease the electron pressure at high density. Their main effect is a lowering of
the effective Chandrasekhar mass, from the ‘ideal’ value of 1.459M⊙ for a CO white dwarf to 1.4M⊙.

11.2.2 Thermal properties and evolution of white dwarfs

In the interior of a white dwarf, the degenerate electrons provide a high thermal conductivity (Sec.
5.2.4). This leads to a very small temperature gradient, especially becauseL is also very low. The
degenerate interior can thus be considered to a have a constant temperature. However, the outermost
layers have much lower density and are non-degenerate, and here energy transport is provided by
radiation. Due to the high opacity in these layers, radiation transport is much less effective than
electron conduction in the interior. The non-degenerate outer layers thusact to insulate the interior
from outer space, and here a substantial temperature gradient is present.

We can obtain a simple description by starting from the radiative envelope solutions discussed in
Sec. 7.2.3, assuming an ideal gas and a Kramers opacity lawκ = κ0 ρT−7/2, and assumingP andT
approach zero at the surface:

T17/2 = B P2 with B =
17
4

3
16πacG

κ0µ

R

L
M
. (11.4)

ReplacingP = (R/µ)ρT and solving forρ, we find that within the non-degenerate envelope

ρ = B−1/2 µ

R
T13/4. (11.5)
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Figure 11.9. Theoretical cooling curves for a CO
white dwarf with a typical mass of 0.6M⊙. The
dashed (blue) line shows the evolution of luminos-
ity with time based on the simple cooling theory by
Mestel, which yieldsL ∝ t−7/5. The solid (red) line
is a detailed cooling model for a DA white dwarf
by M. Wood (1995, LNP 443, 41). This model
takes into account (among other things) the effect
of crystallization, a phase transition that releases an
additional amount of energy, visible as the slowing
down of the cooling after about 2 Gyr. When crys-
tallization is almost complete after about 7 Gyr, the
cooling speeds up again.

Let us assume that the transition point with the degenerate interior is located where the degenerate
electron pressure equals the ideal-gas pressure of theelectronsin the envelope,Pe = (R/µe)ρT, since
the ions are non-degenerate everywhere. At this point, denoted with subscript ‘b’, we have

R

µe
ρbTb = KNR

(

ρb

µe

)5/3

.

Tb andρb must match the value given by eq. (11.5) at the transition point. Eliminatingρb gives

T7/2
b =

R5µ2
e

K3
NRµ

2
B =

51R4

64πacGK3
NR

κ0
µ2

e

µ

L
M
. (11.6)

Since the degenerate interior is nearly isothermal,Tb is approximately the temperature of the entire
interior or ‘core’ of the white dwarf. We can thus write (11.6) asT7/2

c = α L/M. To evaluate the
proportionality constantα we have to substitute appropriate values forκ0 and the composition (µe

andµ), which is somewhat arbitrary. Assuming bound-free absorption (eq. 5.33) andµe = 2 in the
envelope, which is reasonable because the envelope is H-depleted except for the very surface layers,
we getα ≈ 1.38× 1029 Z/µ in cgs units. In a typical DA white dwarf, most of the non-degenerate
layers are helium-rich so assumingZ = 0.02 andµ ≈ 1.34 is reasonable. With these assumptions we
obtain the following relation between the temperature in the interior and the luminosityand mass of
the white dwarf,

Tc ≈ 7.7× 107 K

(

L/L⊙
M/M⊙

)2/7

. (11.7)

The typical masses and luminosities of white dwarfs,M ≈ 0.6 M⊙ andL < 10−2 L⊙, imply ‘cold’
interiors withT < 2× 107 K.

We can use these properties of white dwarfs to obtain a simple model for their cooling, i.e. the
change in WD luminosity with time. Since there are no nuclear energy sources,the virial theorem
applied to degenerate objects tells us that the luminosity radiated away comes from the decrease of
internal energy. Since the electrons fill their lowest energy states up to theFermi level, their internal
energy cannot change and neither can energy be released by contraction. The only source of energy
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Figure 11.10. Observed and theoretical distri-
butions of white dwarf luminosities in the Galac-
tic disk, from Wood (1992, ApJ 386, 539), based
on cooling models similar to the one shown in
Fig. 11.9. The curves are for assumed ages of the
Galactic disk between 6 and 13 Gyr. The paucity
of observed white dwarfs with log(L/L⊙) < −4.3,
shown as a slanted box, implies an age of the local
Galactic disk of 8–11 Gyr.

available is the thermal energy stored in the non-degenerate ions, that makeup the bulk of the mass
of the white dwarf. Since the interior is isothermal at temperatureTc, the total thermal energy is

Ein = cVMTc, (11.8)

wherecV is the specific heat per unit mass. For ions behaving as an ideal gas we have cV =
3
2R/µion

which is a constant. The luminosity is thus given by

L = −
dEin

dt
= −cVM

dTc

dt
, (11.9)

whereL is related toM andTc by eq. (11.6). If we write this relation asT7/2
c = α L/M we obtain

T7/2
c = −αcV

dTc

dt
,

which can be easily integrated between an initial timet0, when the white dwarf forms, and a generic
time t to give

τ ≡ t − t0 =
2
5
αcV (T−5/2

c − T−5/2
c,0 ). (11.10)

Once the white dwarf has cooled significantly, its core temperature is much smallerthan the initial
value so thatT−5/2

c,0 can be neglected. We thus obtain a simple relation between the cooling timeτ of
a white dwarf and its core temperature, and thus betweenτ and the luminosity,

τ ≈
2
5
αcV T−5/2

c =
2
5

cV α
2/7

(

L
M

)−5/7

. (11.11)

Making the same assumptions in calculatingα as in eq. (11.7), and substitutingcV =
3
2R/µion, we can

write this relation as

τ ≈
1.05× 108 yr
µion

(

L/L⊙
M/M⊙

)−5/7

. (11.12)

This approximate cooling law was derived by Mestel. It shows that more massive white dwarfs evolve
more slowly, because more ionic thermal energy is stored in their interior. Also, increasing the mean
mass of the ionsµion in a white dwarf of the same total mass decreases the cooling time, because there
are fewer ions per unit mass storing heat. For a CO white dwarf composed inequal parts of C and O,
µion ≈ 14.
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This simple cooling law, depicted in Fig. 11.9 for a 0.6M⊙ CO white dwarf, predicts cooling times
greater than 1 Gyr whenL < 10−3 L⊙, and greater than the age of the Universe whenL < 10−5 L⊙.
More realistic models take into account the effect of contraction of the non-degenerate envelope,
which provides some additional energy during the initial cooling phase, andmore importantly, the
effects of Coulomb interactions and ofcrystallizationin particular. As the ion gas cools, electrostatic
interactions become more important (Sec. 3.6.1) and the ions settle into a lattice structure. This
releases latent heat (in other words,cV >

3
2R/µion) and the cooling is correspondingly slower than

given by the Mestel law. Once crystallization is almost complete,cV decreases and cooling speeds up
again. A more detailed WD cooling model that includes these effects is shown in Fig. 11.9. White
dwarfs that have cooled for most of the age of the Universe cannot have reached luminosities much
less than 10−5 L⊙ and should still be detectable. Observed white dwarf luminosities thus providea
way to derive the age of a stellar population (e.g. see Fig. 11.10).

Suggestions for further reading

The evolution of AGB stars is treated in Chapter 26.6–26.8 of Maeder and Chapter 33.2–33.3 of
Kippenhahn & Weigert. White dwarfs are discussed in more detail in Chapter 35 of Kippenhahn &
Weigert and Chapter 7.4 of Salaris & Cassisi.

Exercises

11.1 Core mass luminosity relation for AGB stars

The luminosity of an AGB star is related to its core mass via the Paczynski relation (11.1). The nuclear
burning in the H- and He-burning shells add matter to the coreat a rate ofṀc/M⊙ = 1.0×10−11(L∗/L⊙).
Assume that a star enters the AGB with a luminosity of 103 L⊙ and a total mass of 2M⊙.

(a) Derive an expression for the luminosity as a function of time after the star entered the AGB phase.

(b) Assume thatTeff remains constant at 3000 and derive an expression for the radius as a function of
time.

(c) Derive an expression for the core-mass as a function of time.

11.2 Mass loss of AGB stars

The masses of white dwarfs and the luminosity on the tip of theAGB are completely determined by
mass loss during the AGB phase. The mass loss rate is very uncertain, but for this exercise assume that
the mass loss rate is given by the Reimers relation, eq. (10.3), with η ≈ 3 for AGB stars. Now, also
assume that a star entered the AGB phase with a mass of 2M⊙ and a luminosity of 103 L⊙.

(a) Derive an expression for the mass of the star as a functionof time, usingL(t) and R(t) from
Exercise 11.1. (Hint:−ṀM = 0.5 d(M2)/dt).

(b) Use the expression from (a) and the one forMc(t) from Exercise 11.1 to derive:

• the time when the star leaves the AGB (Menv ≃ 0).
• the luminosity at the tip of the AGB.
• the mass of the resulting white dwarf. (This requires a numerical solution of a simple equa-

tion).

(c) Derive the same quantities in the cases when the mass lossrate on the AGB is three times larger,
i.e.,η = 9, and when it is three times smaller, i.e.,η = 1.
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Chapter 12

Pre-supernova evolution of massive stars

We have seen that low- and intermediate-mass stars (with masses up to≈ 8 M⊙) develop carbon-
oxygen cores that become degenerate after central He burning. As a consequence the maximum core
temperature reached in these stars is smaller than the temperature required for carbon fusion. During
the latest stages of evolution on the AGB these stars undergo strong mass loss which removes the
remaining envelope, so that their final remnants are C-O white dwarfs.

The evolution ofmassive stars is different in two important ways:

• They reach a sufficiently high temperature in their cores (> 5×108 K) to undergonon-degenerate
carbon ignition (see Fig. 12.1). This requires a certain minimum mass for the CO core after
central He burning, which detailed evolution models put atMCO−core > 1.06M⊙. Only stars
with initial masses above a certain limit, often denoted asMup in the literature, reach this criti-
cal core mass. The value ofMup is somewhat uncertain, mainly due to uncertainties related to
mixing (e.g. convective overshooting), but is approximately 8M⊙.

Stars with masses above the limitMec ≈ 11M⊙ also ignite and burn fuels heavier than carbon
until an Fe core is formed which collapses and causes a supernova explosion. We will explore
the evolution of the cores of massive stars through carbon burning, up tothe formation of an
iron core, in the second part of this chapter.

• For massesM ∼
> 15M⊙, mass loss by stellar winds becomes important during all evolution

phases, including the main sequence. For masses above 30M⊙ the mass-loss rateṡM are so
large that the timescale for mass loss,τml = M/Ṁ, becomes smaller than the nuclear timescale
τnuc. Therefore mass loss has a very significant effect on their evolution. The stellar wind
mechanisms involved are in many cases not well understood, so thatṀ is often quite uncertain.
This introduces substantial uncertainties in massive star evolution. The effect of mass loss on
massive star evolution is discussed in the first part of this chapter.

12.1 Stellar wind mass loss

Observations in the ultraviolet and infrared part of the spectrum show that luminous stars, with masses
above about 15M⊙, undergo rapid mass outflows (stellar winds) that gradually erode their outer lay-
ers. An empirical formula that fits the average observed mass-loss rates of stars of roughly solar
metallicity in the upper part of the HR diagram (L ∼> 103 L⊙) was derived by De Jager and others in
1988:

log(−Ṁ) ≈ −8.16+ 1.77 log

(

L
L⊙

)

− 1.68 log

(

Teff

K

)

(in M⊙/yr). (12.1)
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Figure 12.1. Evolution tracks in the HR diagram (left panel) and in the logρc-logTc diagram (right panel) for
stars withZ = 0.02 andM = 10, 15 and 25M⊙, computed with a moderate amount of overshooting. The tracks
end when carbon is ignited in the centre, under non-degenerate conditions.

For example, for the 25M⊙ star depicted in Fig. 12.1 you can check by estimatingL andTeff from the
graph that this implies a mass loss of 5× 10−8 M⊙/yr at the ZAMS, increasing up to 5× 10−7 M⊙/yr
at the end of the main sequence. By the end of the evolution track, when the star is a red supergiant,
the mass-loss rate implied by the above formula has increased to 5× 10−5 M⊙/yr.

The observed strong mass loss is probably caused by different mechanisms in different parts of
the HR diagram.

Radiation-driven stellar winds

Hot, luminous stars (OB-type main-sequence stars andblue supergiants, BSG) undergo a fastradia-
tion-driven stellar wind. Radiation pressure at frequencies corresponding to absorption linesin the
spectrum, where the interaction between photons and matter is strong, causes an outward acceleration.
An upper limit to the mass-loss rate that can be driven by radiation is obtained by assuming that the
photons transfer their entire momentum to the outflowing matter:

Ṁv∞ <
L
c

(12.2)

wherev∞ is the terminal wind velocity at large distance from the star (‘infinity’). A typical value
of the terminal velocity is about three times the escape velocity,v∞ ≈ 3vesc (about 1000–3000 km/s
for O-type stars). Comparing the mass-loss rates from eq. (12.1) with the upper limit shows that the
empirical rates are indeed smaller, but only by a factor 1/3 to 1/6: apparently momentum is transferred
quite efficiently from the photons to the wind. This can be attributed to the acceleration ofthe wind:
the associated Doppler broadening of the spectral lines means a large part of the flux can be used (the
outflowing atoms can absorb photons of a different, higher frequency as they get accelerated). This is
a positive feedback mechanism that reinforces the wind driving.

The theory for radiation-driven winds is quite well developed, but the theoretical predictions for
Ṁ are uncertain due to inhomogeneities in the wind (‘clumping’). The uncertain clumping factor
also affects the mass-loss rates inferred from observations, and current estimates are typically a factor
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∼ 3 lower than the the empirical rate of eq. (12.1). Radiation-driven mass lossis also dependent on
metallicity, because it is mostly the lines of the heavier elements that contribute to the line driving. A
dependencėM ∝ Z0.7 has been inferred both theoretically and from observations.

Red supergiant mass loss

Cool, luminous stars known asred supergiants (RSG) undergo a slow but copious stellar wind that
is probably driven by the same mechanism as the ‘superwind’ of AGB stars: a combination of stellar
pulsations and radiation pressure on dust particles that form in the cool outer atmosphere. There are
no theoretical predictions, so we must rely on observations which imply veryhigh values ofṀ up to
10−4M⊙/yr (eq. 12.1).

Stars withM ∼< 40M⊙ spend a large fraction of theircore He-burning phase as red supergiants.
During this phase a large part or even the entire envelope can be evaporated by the wind, exposing
the helium core of the star as a Wolf-Rayet (WR) star (see Sect. 12.1.2).

12.1.1 The Humphreys-Davidson limit and luminous blue variables

Observations of the most luminous stars in our Galaxy and in the Magellanic Clouds have revealed a
clear upper limit to stellar luminosities that depends on the effective temperature (see Fig. 12.2). In
particular there are no red supergiants in HR diagram with log(L/L⊙) > 5.8, which corresponds to the
expected RSG luminosity of a star of 40M⊙. Apparently stars withM ∼> 40M⊙ do not become red
supergiants.

The upper limit in the HRD is known as theHumphreys-Davidson limit after its discoverers,
Roberta Humphreys and Kris Davidson. AtTeff above 10 000 K the maximum luminosity increases
gradually to log(L/L⊙) = 6.8 at 40 000 K (O stars).

The existence of the HD limit is interpreted as a (generalized) Eddington limit. We have seen in
Sec. 5.4 that when the luminosity of a star exceeds the classical Eddington limit (eq. 5.38),

LEdd =
4πcGM
κe

, (12.3)

whereκe is the electron-scattering opacity, the outward force due to radiation pressure on the free
electrons exceeds the gravitational force (on the nuclei) inwards. The electrostatic coupling between

Figure 12.2. The HRD of
the brightest supergiants in
the LMC. The shaded region
contains several hundred red
supergiants that are not indi-
vidually shown. The upper
envelope of observed stars
traced by the dotted line is
known as the Humphreys-
Davidson limit (the lower
envelope is simply an ob-
servational cut-off). Figure
adapted from Fitzpatrick &
Garmany (1990, ApJ 363,
119).
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electrons and ions means that the outer layers are accelerated outwards and the star becomes unstable.
However, theactual opacity in the atmosphere is larger than the electron-scattering opacity, and
decreases with temperature. Therefore the luminosity at which the radiation-pressure limit is reached
is lower than the classical Eddington limit, and the decrease of the HD limit with decreasingTeff can
be explained at least qualitatively by this effect.

Luminous stars located near the HD limit are indeed observed to be very unstable, undergoing
large excursions in the HRD and episodic mass loss withṀ ∼> 10−3 M⊙/yr during outbursts. These
stars are known asluminous blue variables (LBVs), examples of which in our Galaxy areη Carinae
and P Cygni. The remnants of the vigorous mass loss episodes are seen ascircumstellar nebulae,
which in the extreme case ofη Car contains∼ 10M⊙ ejected during an outburst in the mid-1800s.
The nebula is considerably enriched in nitrogen, showing that the layers processed by CNO-cycling
are being ejected. Stars losing mass due to LBV outbursts are destined to becomeWolf-Rayet stars.
The strong LBV mass loss prevents them from ever becoming red supergiants.

12.1.2 Wolf-Rayet stars

Wolf-Rayet (WR) stars are hot, very luminous stars with bright emission linesin their spectra. The
emission indicates very strong, optically thick stellar winds, with mass-loss ratesof Ṁ ∼ 10−5

−

10−4 M⊙/yr. They are often surrounded by circumstellar nebulae of ejected material. The winds are
probably driven by radiation pressure as for O stars, but multiple photonscattering in the optically
thick outflow can increase the mass-loss rate to well above the single-scattering limit (eq. 12.2).

The spectra of WR stars reveal increased CNO abundances, indicatingthat they are the exposed
H- or He-burning cores of massive stars. On the basis of the surface abundances they are classified
into several subtypes:

WNL stars have hydrogen present on their surfaces (withXH < 0.4) and increased He and N abun-
dances, consistent with equilibrium values from the CNO-cycle

WNE stars are similar to WNL stars in terms of their He and N abundances, but they lack hydrogen
(XH = 0)

WC stars have no hydrogen, little or no N, and increased He, C and O abundances(consistent with
partial He-burning)

WO stars are similar to WC stars with strongly increased O abundances (as expected for nearly
complete He burning)

This is interpreted as anevolutionary sequence of exposure of deeper and deeper layers, as a massive
star is peeled off to a larger and larger extent by mass loss (see Sec. 12.2).

12.2 Evolution of massive stars with mass loss in the HR diagram

Fig. 12.3 shows evolution tracks in the HRD for massive stars calculated with mass loss at metallicity
Z = 0.02. As revealed by this figure, the evolutionary journey of a massive starthrough the HRD can
be rather complicated. Evolution proceeds at nearly constant luminosity, because massive stars do
not develop degenerate cores and most of the mass is in radiative equilibrium. However, the evolution
track shows several left-right excursions and loops which depend onthe mass of the star. The relation
between the theoretical evolution tracks and the zoo of observed types ofmassive star encountered in
Sec. 12.1 is described by the followingevolution scenario, originally proposed by Peter Conti:
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Figure 12.3. Evolution tracks of massive stars (12−120M⊙) calculated with mass loss and a moderate amount
of convective overshooting (0.25HP). The shaded regions correspond to long-lived evolution phases on the
main sequence, and during core He burning as a RSG (at logTeff < 4.0) or as a WR star (at logTeff > 4.8).
Stars with initial massM > 40M⊙ are assumed to lose their entire envelope due to LBV episodesand never
become RSGs. Figure from Maeder & Meynet (1987, A&A 182, 243).

M ∼< 15M⊙ MS (OB)→ RSG (→ BSG in blue loop?→ RSG)→ SN II
mass loss is relatively unimportant,∼< few M⊙ is lost during entire evolution

15M⊙ ∼< M ∼< 25M⊙ MS (O)→ BSG→ RSG→ SN II
mass loss is strong during the RSG phase, but not strong enough to remove
the whole H-rich envelope

25M⊙ ∼< M ∼< 40M⊙ MS (O)→ BSG→ RSG→WNL →WNE→WC→ SN Ib
the H-rich envelope is removed during the RSG stage, turning the star into a
WR star

M ∼> 40M⊙ MS (O)→ BSG→ LBV →WNL →WNE→WC→ SN Ib/c
an LBV phase blows off the envelope before the RSG can be reached

The limiting masses given above are only indicative, and approximately apply tomassive stars of
Population I composition (Z ∼ 0.02). Since mass-loss rates decrease with decreasingZ, the mass
limits are higher for stars of lower metallicity. The relation of the final evolution stage to the supernova
types indicated above will be discussed in Chapter 13.

The scenario for the most massive stars is illustrated in Fig. 12.4 for a 60M⊙ star. After about
3.5 Myr, while the star is still on the main sequence, mass loss exposes layers that formerly belonged
to the (large) convective core. Thus CNO-cycling products (nitrogen)are revealed, and the surface
He abundance increases at the expense of H. During the very short phase between central H and He
burning (t = 3.7 Myr), severalM⊙ are rapidly lost in an LBV phase. During the first part of core
He burning (3.7 – 3.9 Myr) the star appears as a WNL star, and subsequently as a WNE star (3.9 –
4.1 Myr) after mass loss has removed the last H-rich layers outside the H-burning shell. After 4.1 Myr
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Figure 12.4. Kippen-
hahn diagram of the evo-
lution of a 60M⊙ star at
Z = 0.02 with mass loss.
Cross-hatched areas indi-
cate where nuclear burn-
ing occurs, and curly sym-
bols indicate convective
regions. See text for de-
tails. Figure from Maeder
& Meynet (1987).

material that was formerly in the He-burning convective core is exposed at the surface: N, which was
consumed in He-burning reactions, disappears while the products of He-burning, C and O, appear.
The last 0.2 Myr of evolution this star spends as a WC star.

In general, mass-loss rates during all evolution phases increase with stellar mass, resulting in
timescales for mass loss that are less that the nuclear timescale forM ∼> 30M⊙. As a result, there
is a convergence of the final (pre-supernova) masses to∼ 5 − 10M⊙. However, this effect is much
diminished for metal-poor stars because the mass-loss rates are generally lower at low metallicity.

12.3 Advanced evolution of massive stars

The evolution of the surface properties described in the previous sectioncorresponds to the hydrogen
and helium burning phases of massive stars. Once a carbon-oxygen core has formed after He burning,
which is massive enough (> 1.06M⊙) to undergo carbon ignition, the subsequent evolution of the
core is a series of alternating nuclear burning and core contraction cycles in quick succession (see
Fig. 12.5). The overall evolution trend is an increase of central temperature and central density,
roughly following Tc ∝ ρc

1/3 as expected from homologous contraction in our schematic evolution
picture (Chapter 8). For central temperatures∼> 5×108 K, the evolution tracks deviate from this trend,
sloping towards somewhat higherρc and lowerTc. This is the result of cooling of the core by strong
neutrino emission (see Sect 12.3.1).

The main effect of neutrino energy losses, however, is not visible in Fig. 12.5: they speed up the
evolution of the core enormously. Less than a few thousand years pass between the onset of carbon
burning until the formation of an iron core. During this time the mass of the C-O core remains fixed.
Furthermore, the stellarenvelope hardly has time to respond to the rapid changes in the core, with the
consequence that the evolution of the envelope is practically disconnectedfrom that of the core. As
a result the position of a massive star in the HR diagram remains almost unchanged during carbon
burning and beyond. We can thus concentrate on the evolution of the coreof the star from this point
onwards.
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Figure 12.5. Evolution of central temperature and density of 15M⊙ and 25M⊙ stars atZ = 0.02 through all
nuclear burning stages up to iron-core collapse. The dashedline indicated where electrons become degenerate,
and the dash-dotted line shows where electrons become relativistic (ǫe ≈ mec2). The dotted line and arrow in-
dicates the trendTc ∝ ρc

1/3 that is expected from homologous contraction. Non-monotonic (non-homologous)
behaviour is seen whenever nuclear fuels are ignited and a convective core is formed. Figure adapted from
Woosley, Heger & Weaver (2002, Rev. Mod. Ph. 74, 1015).

12.3.1 Evolution with significant neutrino losses

In Sect. 6.5 we discussed several weak interaction processes that result in spontaneous neutrino emis-
sion at high temperatures and densities, such as photo-neutrinos, plasma-neutrinos and pair annihila-
tion neutrinos. When the central temperature exceeds∼ 5× 108 K, these neutrino losses are the most
importantenergy leak from the stellar centre, taking away energy much more rapidly than photon
diffusion or even convection can transport it to the surface. From this pointonwards the neutrino
luminosity from the core far exceeds the luminosity radiated from surface,Lν ≫ L.

The dependence of the nuclear energy generation rateǫnuc and the neutrino loss rateǫν on temper-
ature are depicted in Fig. 12.6, for the centre of a typical massive star (i.e.following an evolution track
approximating those shown in Fig. 12.5). Bothǫν andǫnuc increase strongly with temperature, but the
T -dependence ofǫnuc is larger than that ofǫν. During nuclear burning cycles energy production and
neutrino cooling are in balance,ǫnuc = ǫν, and this condition (the intersection of the two lines) defines
the temperature at which burning takes place.1

During each nuclear burning phase,Lnuc = Ėnuc ≈ Lν, which thus results in a much shorter
nuclear timescale than if neutrino losses were absent:τnuc = Enuc/Lν ≪ Enuc/L. Similarly, in
between burning cycles the rate of core contraction (on the thermal timescale) speeds up:Ėgr ≈ Lν
so thatτth = Egr/Lν ≪ Egr/L. Therefore the evolution of the core speeds up enormously, at an
accelerating rate as the core continues to contract and heat up. The lifetimeof each nuclear burning
stage can be estimated from Fig. 12.6 by approximatingτnuc ∼ q/ǫnuc, whereq is the energy gain per
unit mass from nuclear burning (∼ 4.0,1.1,5.0 and 1.9 × 1017 erg/g for C-, Ne-, O- and Si-burning,

1Note that becauseǫnuc is a steeper function ofT thanǫν, nuclear burning is stable also in the presence of neutrino losses:
a small perturbationδT > 0 would increase the local heat content (ǫnuc > ǫν), leading to expansion and cooling of the core
until thermal equilibrium is re-established.
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Figure 12.6. Energy generation rate and neutrino loss rate during the advanced evolution of a massive star.
The stellar center is assumed to follow a track approximating that shown in Fig. 12.5. The intersections of
the nuclear burning lines with the neutrino loss line define the burning temperature of the corresponding fuel.
Figure from Woosley, Heger & Weaver (2002).

respectively) andǫnuc is the energy generated per gram and per second at the intersection withǫν in
Fig. 12.6. Thus the lifetime ranges from several 103 years for C-burning to about a day for Si-burning!

12.3.2 Nuclear burning cycles: carbon burning and beyond

When the temperature in the contracting C-O core reaches 5− 8× 108 K (depending on the mass of
the core), carbon is the first nuclear fuel to be ignited. The reactions involved in carbon burning and
further nuclear burning cycles were treated in Sec. 6.4.3. In the followingsections we briefly review
these and discuss the consequences for the structure and evolution of the star. A typical example of
the interior evolution is shown in Fig. 12.7 for a 15M⊙ star, and the corresponding stellar properties
are given in Table 12.1.

Table 12.1. Properties of nuclear burning stages in a 15M⊙ star (from Woosley et al. 2002).

burning stage T (109 K) ρ (g/cm3) fuel main products timescale

hydrogen 0.035 5.8 H He 1.1× 107 yr
helium 0.18 1.4× 103 He C, O 2.0× 106 yr
carbon 0.83 2.4× 105 C O, Ne 2.0× 103 yr
neon 1.6 7.2× 106 Ne O, Mg 0.7 yr
oxygen 1.9 6.7× 106 O, Mg Si, S 2.6 yr
silicon 3.3 4.3× 107 Si, S Fe, Ni 18 d
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Carbon burning

Carbon burning proceeds via the12C + 12C reaction, which produces a mixture of products, mainly
20Ne and some24Mg. Most of the energy produced escapes in the form of neutrinos andonly a small
fraction is carried away by photons. In stars with masses up to about 20M⊙ the photon luminosity is
large enough to produce a convective core (as shown in Fig. 12.7) of about 0.5M⊙. In more massive
stars carbon burns radiatively, because the initial12C abundance is smaller and the luminosity not

H −> He He −> C, O

Si     "Fe"C     O, Ne

O
Si

O     Si, S

He     C, O

C     O, Ne

Ne

Figure 12.7. Kippenhahn diagram of the evolution of a 15M⊙ star showing convective regions (cross-hatching)
and nuclear burning intensity (blue shading) during central H and He burning (top panel) and during the late
stages in the inner 5M⊙ of the star (bottom panel). A complicated series of convective burning cores and
shells appear, due to respectively carbon burning (around logt ∼ 3), neon burning (around logt ∼ 0.6), oxygen
burning (around logt ∼ 0) and silicon burning (around logt ∼ −2). Figure from Woosley, Heger & Weaver
(2002.)
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carried away by neutrinos can all be transported by radiation. The duration of the C-burning phase is
of the order of 103 yrs. It should be noted that these results are sensitive to the uncertain rate of the
12C(α, γ)16O rate, which determines the12C abundance left after He-burning – a lower rate will leave
more12C to be burned and this increases both the size of the convective core andthe duration of the
C-burning phase.

Following carbon exhaustion in the centre, the core – which is now composedmostly of O and
Ne – contracts on its neutrino-accelerated Kelvin-Helmholtz timescale and carbon burning continues
in a convective shell around this core. Several such convective shell-burning episodes can occur in
succession, as shown in Fig. 12.7, their number depending on the mass of the star. The discrete nature
of these shell burning events can also produce a discrete (discontinuous) dependence of the final state
of the core on the initial stellar mass.

In stars with masses up to about 11M⊙ (C-O core masses less than 1.38M⊙) carbon burning
proceeds somewhat differently. The C-O core becomes partially degenerate and neutrino losses ef-
fectively cool the centre of the star, so that carbon does not ignite in the centre but in an off-centre
shell in a mildly degenerate flash (analogous to, but much less violent than theHe flash in low-mass
stars). After one or more of these mild carbon flashes the burning front moves to the centre and
stable carbon burning in a convective core follows. After carbon burning, the O-Ne core becomes
degenerate and no further nuclear fuels are ignited. The structure of these stars is then very similar to
those of AGB stars with degenerate CO cores, discussed in Ch. 11, and such stars have been named
super-AGB stars. The fate of such stars is uncertain and depends on whether the O-Ne core can reach
the Chandrasekhar limit by shell burning. If this is the case the core eventually collapses, producing a
supernova explosion. On the other hand, if mass loss is strong enough to remove the envelope before
the Chandrasekhar limit is reached, the final remnant is a O-Ne white dwarf.

Neon and oxygen burning

In stars with masses∼> 11M⊙, once the temperature in the contracting O-Ne core reaches≈ 1.5×109 K
neon is ‘burned’ into oxygen and magnesium by a combination of photo-disintegration andα-capture
reactions (Sec. 6.4.3). Neon burning always occurs in a convective core, regardless of stellar mass. By
this time increased neutrino losses have accelerated the rate of evolution by afactor∼ 103 compared
to the carbon-burning phase (see Fig. 12.6). The duration of the neon-burning phase is therefore very
short, of order 1 year. Neon burning then shifts to a shell, as was the case for carbon burning, but in
this case the time left until the next fuel is ignited is so short that no significantshell burning occurs.

WhenT9 ≈ 2.0 oxygen is ignited in the core by means of the16O+16O reaction, producing mostly
28Si and32S with a significant admixture of other isotopes (see below). Oxygen burning also occurs in
a convective core, with a typical mass of≈ 1.0 M⊙ (see Fig. 12.7). The duration is somewhat longer
than that of neon burning, of order 1 year, despite the higher neutrino loss rate at this stage. The
reasons for this longer duration are the large oxygen mass fraction,∼ 0.7, and the large energy gain
per gram compared to Ne burning. Similar to carbon burning, after centraloxygen burning a number
of convective oxygen-burning shells appears in quick succession. By this point the remaining time
until core collapse (< 1 yr) is so short that the overlying helium- and carbon-burning shells remain
frozen into the stellar structure.

Apart from 28Si and32S, oxygen burning produces several neutron-rich nuclei such as30Si, 35S
and37Cl. Partly these result fromα-captures on n-rich isotopes already present during C-burning,
and partly from weak interactions (electron captures) such as30P(e−, ν)30Si. As a result the overall
number of neutrons in the remnant Si-S core exceeds the number of protons (n/p > 1) and therefore
that of electrons (implying thatµe > 2).
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Figure 12.8. Schematic overview of
the onion-skin structure of a massive
star at the end of its evolution.

Silicon burning

When the central temperature exceeds 3× 109 K, a process known as silicon burning starts. Rather
than a fusion reaction this is a complex combination of photo-disintegration andα-capture reactions.
Most of these reactions are in equilibrium with each other, and their abundances can be described by
nuclear equivalents of the Saha equation for ionization equilibrium. ForT > 4× 109 K a state close
to nuclear statistical equilibrium (NSE) can be reached, where the most abundant nuclei are those
with the lowest binding energy, i.e. isotopes belonging to theiron group. The abundances are further
constrained by the total number of neutrons and protons present. Due to the neutron excess of the
oxygen burning ashes (see above), the final composition is mostly56Fe and52Cr.

Silicon burning also occurs in a convective core of≈ 1 M⊙ and its duration is extremely short,
of order 10−2 yr. As in previous phases, several convective shell-burning episodes usually follow in
quick succession. The precise extent and number of these convectiveevents determines the exact
value of the final mass of theiron core, which has important consequences for the following core
collapse and supernova phase (see Sec. 13.2).

12.3.3 Pre-supernova structure

We have obtained the following general picture of the final stages in the life of a massive star. The
C-O core left by helium burning goes through a rapid succession of nuclear burning stages, during
which the stellar envelope (and the star’s position in the H-R diagram) remains largely unchanged.
After the exhaustion of a fuel (e.g. carbon) in the centre, the remaining core contracts and burning
continues in a surrounding shell. Neutrino losses speed up the contractionand heating of the core,
until the next fuel (e.g. neon) is ignited in the centre. At each subsequent burning stage the outer
burning shells have advanced outward, while neutrino cooling has becomemore efficient, resulting in
a smaller burning core (in mass) than during the previous stage. Eventually this leads to anonion-skin
structure, depicted schematically in Fig. 12.8. The star is composed of different concentric shells,
which consist of heavier nuclei as one moves from the from the envelopetowards the centre, and
which are separated by burning shells. Often the nuclear burning, both inthe centre and in shells,
causes convective regions to appear that partially mix the various onion-skin layers. This leads to
rather complicated abundance profiles at the moment when the inner core has gone through silicon
burning and is composed of iron-group elements. An example of this structure is shown in Fig. 12.9
for a 15M⊙ star.

At this point the mixture of nuclei in the inner core has reached the minimum possible nuclear
binding energy, given the ratio of neutrons to protons that is present, i.e.the composition is mainly
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Figure 12.9. Final composition profiles of a 15M⊙ star (see Fig. 12.7), just before core collapse. “Iron” refers
to the sum of neutron-rich nuclei of the iron group, especially 56Fe. Figure from Woosley, Heger & Weaver
(2002).

56Fe. From this iron core no further energy can be extracted by nuclear fusion: it has become inert.
The iron core rapidly becomes unstable and starts collapsing, giving rise toa supernova explosion.
The collapse of the core and its consequences are discussed in the nextchapter.

Suggestions for further reading

The evolution of massive stars, including the effects of mass loss and rotation, is treated in detail in
Chapters 27 and 28.1-4 of Maeder. A thorough review of the current state of our understanding of
the evolution of massive stars, their explosions and nucleosynthesis is given by Woosley, Heger &
Weaver (2002, Rev. Mod. Ph., 74, 1015). Several of the figures from this article are reproduced in this
chapter.

Exercises

12.1 Mass loss of massive stars during the main sequence

The mass-luminosity relation for massive stars on the main sequence is approximately

log
( L

L⊙

)

≈ 0.781+ 2.760× log
( Mi

M⊙

)

,

whereMi is the initial mass. The mass loss rate of massive stars can roughly be approximated by

log Ṁ ≈ −12.76+ 1.3× log
( L

L⊙

)

.

The duration of the main sequence phaseτMS in years is approximately

logτMS ≈ 7.719− 0.655× log
( Mi

M⊙

)

.
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(a) Calculate the fraction of mass that is lost by massive stars with Mi = 25,40,60,85 and 120M⊙
during the main sequence phase.

(b) A star with an initial mass of 85M⊙ on the zero age main sequence has a convective core that
contains 83 % of the mass. Calculate the time at which products of nuclear burning will appear at
the surface.

(c) Wolf-Rayet (WR) stars are massive stars that have lost practically theircomplete hydrogen rich
envelope. They can be classified according to their surface abundances:

WC No hydrogen, high abundances of He, C and O

WNE No Hydrogen, N/He ratio consistent with CNO equilibrium

WNL Some Hydrogen, N/He ratio consistent with CNO equilibrium

Put the sub-classifications in ‘chronological order’. What type of WR is the star in question b)?

12.2 Maximum mass loss rate for a radiation driven wind

(a) Assume that all photons transfer their entiremomentum to the outflowing wind. Show that the
maximum mass loss rate that can be driven by radiation is given by

Ṁ < Ṁmax =
L

v∞c
,

wherev∞ is the velocity of the wind at a large distance of the star.

(b) Show that with this maximum mass loss rate, thekinetic energy of the wind is only a small fraction
of the luminosity, i.e.

1
2

Ṁmaxv
2
∞
≪ L (v∞ ≈ 3vesc)

12.3 Burning stages

(a) Explain why the timescales of the burning stages from C-burning onward are very short compared
to the H- and He-burning phases.

(b) Why does neon burning precede oxygen burning (why does it occur at a lower temperature) even
though20Ne is a heavier nucleus than16O?

(c) The end result of nuclear burning in a massive star is an onion-like structure of the ashes of the
various nuclear burning stages. Try to identify these layers, and the nuclear reactions that are
responsible for them, in Figure 12.9.
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Chapter 13

Stellar explosions and remnants of
massive stars

13.1 Supernovae

Supernovae are stellar explosions during which the luminosity of a star reaches 109−1010 L⊙ at maxi-
mum, remaining bright for several months afterward. At least eight supernovae have been observed in
our Galaxy over the past 2000 years, by Chinese and in some cases alsoby Japanese, Korean, Arabian
and European astronomers (see Table 13.1). The remnants of these supernovae are in most cases still
visible as luminous expanding nebulae, containing the matter that was expelled inthe explosion. The
supernova that left the remnant known as Cas A has not been reported, its explosion date has been
inferred from the expansion rate of the nebula. Recently, however, thelight echo of this supernova,
as well as that of Tycho’s supernova of 1572, have been detected from which the supernova type
has been determined. No supernova is known to have occurred in our Galaxy in the last 340 years.
Most of our observational knowledge comes from extragalactic supernovae, the first of which was
discovered in 1885 in the Andromeda galaxy, and which are currently discovered at a rate of several
hundred per year thanks to dedicated surveys. A Galactic supernova rate of about 1 every 30 years
has been inferred from this.

Table 13.1. Historical supernovae.

year (AD) V (peak) SN remnant SN type compact object

185 −2 RCW 86 Ia? –
386 ? ?
393 −3 ? ?

1006 −9 PKS 1459-41 Ia? –
1054 −6 Crab nebula II NS (pulsar)
1181 −1 3C 58 II NS (pulsar)
1572 −4 ‘Tycho’ Ia –
1604 −3 ‘Kepler’ Ia? –
∼1667 ∼

>+6 Cas A IIb NS
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Figure 13.1. Classification of su-
pernovae, based on their spectra and
lightcurve shapes. The main supernova
types are shown as black squares. Fig-
ure from Turatto (2003, LNP 598, 21).

Supernova classification

On the basis of their spectra, supernovae (SNe) have been historically classified into Type I (those
that do not show hydrogen lines) and Type II (those that do). A more detailed classification scheme
that is currently used, is shown in Fig. 13.1.

Type Ia The main spectral features are the lack of H lines and the presence of strong Si II lines around
maximum brightness. After several months, lines of Fe and Co appear in the spectra. Type Ia
supernovae occur in galaxies of all types, including elliptical galaxies which only contain old
stellar populations, indicating that SNe Ia can have long-lived, low-mass progenitors. They are
caused by thethermonuclear explosion of a CO white dwarf that reaches the Chandrasekhar
limit MCh by mass accretion in a binary system (see Sec. 13.3). About 25–30% of observed
supernovae are of Type Ia. They are (on average) the most luminous of all supernova types and
their lightcurves (see Fig. 13.2) form a rather homogeneous group, which makes them of great
interest as cosmological probes.

Type II The spectra of Type II supernovae are dominated by H lines, while lines ofCa, O and Mg are
also present. SNe II occur in the spiral arms of galaxies where star formation takes place, and
therefore correspond to the explosion of massive stars with short lifetimes. With about 50%
of all supernovae, these are the most common type of stellar explosion. SNeII form the main
class of explosions associated with thecore collapse of massive stars that have hydrogen-rich
envelopes. In several cases, the progenitor stars of Type II supernovae have been detected be-
fore the explosion. With the notable exception of SN 1987A (see Sec. 13.2.3), these progenitor
stars werered supergiants with masses 8M⊙ ∼< M ∼< 16M⊙.

Type II supernovae show a variety of lightcurve shapes (Fig. 13.2), on the basis of which they
are often sub-classified intoType II-P (showing, after an initial rapid rise and decline in bright-
ness, a long ‘plateau’ phase of almost constant luminosity lasting 2–3 months,before a slow ex-
ponential decay) andType II-L (which lack the plateau phase). In addition, one distinguishes
Type IIb , in which the spectral signatures change from Type II to Type Ib (see below); and
Type IIn , showing narrow emission lines on top of broad emission lines, which are interpreted
as resulting from heavy mass loss prior to the explosion.

Type Ib and Ic Type Ib supernovae have strong He lines in their spectra, which are lacking in Type Ic
supernovae. Both types show a lack of hydrogen, and strong lines of O, Ca and Mg are present.
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Figure 13.2. Schematic super-
nova lightcurves. Typical max-
imum B-band magnitudes are
−19.5 for SNe Ia,−17.6 for both
SNe Ibc and II-L, and−17.0
for SNe II-P. The lightcurves of
SNe Ic resemble those of SNe Ib.
Figure from Filippenko (1997,
ARA&A 35, 309).

Similar to SNe II, they are found in star-forming regions, and their late-time spectra are also
similar to Type II. Hence Type Ib/c supernovae are also associated with core collapse of massive
stars, namely those that have lost their H-envelopes prior to explosion. Together they consti-
tute about 20% of all supernovae. A subclass of very bright Type Ic supernovae, known as
hypernovae, may be associated with gamma-ray bursts.

13.2 Core collapse and explosion of massive stars

As indicated in Fig. 13.1, essentially all types of supernova – except TypeIa – appear to be associated
with the core collapse of massive stars (∼> 8 M⊙) at the end of their evolution. The distinction between
the different types and subtypes of core-collapse supernovae is related to differences in the structure
and composition of the envelopes of the progenitor stars. For example, the progenitors of Type II
supernovae are still surrounded by a massive H-rich envelope at the moment of explosion, while
SN Ib progenitors have lost their H-rich envelopes and SN Ic progenitors have also lost most of the
He layers surrounding the core. This sequence can be the consequence of mass loss from stars of
increasing initial mass (see Sec. 12.2), but can also result from interaction with a binary companion.

13.2.1 The collapse of the iron core

Despite these differences in appearance, thephysical mechanism is similar in all core-collapse su-
pernovae. We have seen in Sec. 12.3.3 that stars withM ∼> 11M⊙ form an inner core composed of
iron-group elements (mostly56Fe) at the end of their evolution. From this iron core no further energy
can be extracted by nuclear fusion: it has become inert.

The iron core is in a peculiar state in several respects. Because of neutrino cooling during the late
evolution stages, the core typically has a considerable degree of electrondegeneracy, except for the
largest stellar masses (see Fig. 12.5). However, the high temperature anddensity (∼> 109 g/cm3) mean
that the electrons are always relativistic (their typical energy exceedsmec2). In that case contraction
cannot be stopped, even if the core is degenerate, and must continue onthe very rapid, neutrino-
mediated thermal timescale. Furthermore, since the relativistic electron gas dominates the pressure,
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the adiabatic exponentγad is close to4
3. The iron core is therefore very close to a state of dynamical

instability. Two processes occur at high density and temperature that contribute to accelerating the
(already rapid) contraction into a dynamical collapse of the core.

Electron captures At very high density free electrons can be captured and bound into otherwise
β-unstable heavy nuclei. This process, also known as inverseβ-decay, occurs when the most
energetic electrons have energies high enough to overcome the difference in nuclear binding
energy (see also Sec. 11.2). As a result, the composition becomes increasingly neutron-rich
– a process known asneutronization. Furthermore, the electron pressure decreases which can
destroy the precarious state of hydrostatic equilibrium and trigger the collapse of the core.

If the core is significantly degenerate, the Chandrasekhar mass plays animportant role. For a
composition of predominantly56Fe one would expectMCh = 5.83µ−2

e M⊙ ≈ 1.26M⊙. Elec-
tron captures increase the average mass per free electron (µe) and thus decrease the effective
Chandrasekhar mass. This can bring the core mass above this critical massand facilitate its
collapse.

Electron captures can also trigger the collapse of stars with initial masses below ≈ 11M⊙,
which develop degenerate O-Ne cores at the end of their lives. If the mass of this core can grow
(through shell burning) to 1.37M⊙, electrons are captured by24Mg and20Ne which initiates the
collapse of the core. Stellar explosions caused by this mechanism are calledelectron-capture
supernovae.

Photo-disintegration If the temperature in the contracting core reaches values close to 1010 K, the
energy of the photons becomes large enough to break up the heavy nuclei into lighter ones, in
particular56Fe is disintegrated intoα particles and neutrons:

56Fe+ γ ↔ 134He+ 4 n (13.1)

This reaction is in statistical equilibrium and the abundances of the nuclei involved are de-
termined by a Saha-type equation, the balance shifting more towards the right-hand side the
higher the temperature. The process is thus similar to the ionization of hydrogen, and results in
loweringγad to below the critical value of43. The core therefore becomes dynamically unstable.
This process dominates in relatively massive iron cores.

The photo-disintegration of56Fe requires a lot of energy, about 2 MeV per nucleon. This energy
is absorbed from the radiation field and thus ultimately from the internal energy of the gas. As
a result the pressure decreases quite drastically, triggering an almost free-fall collapse of the
core.

The collapse is extremely rapid, taking of the order of 10 msec, because ofthe short dynamical
timescale at the high density (∼ 1010 g/cm3) when the collapse is initiated. During the collapse the
temperature and pressure keep rising, but never enough to reverse the collapse until nuclear densities
are reached. Further photo-disintegrations can occur due to the increasing photon energies, which
was once thought (prior to 1980) to dissociate even theα particles completely into free protons and
neutrons (4He+ γ → 2 p+ 2 n, which would require another 7 MeV per nucleon of internal energy
from the gas). It has since become clear that full dissociation of56Fe intoα particles and free nucleons
does not occur during the collapse. On the other hand, electron captures onto protons (p+e− → n+ν)
inside the heavy nuclei continue the process of neutronization, creating more and more neutron-rich
nuclei. These eventually merge, creating what is essentially a gigantic stellar-mass nucleus, whenρ
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approaches nuclear densities of the order 1014 g/cm3. The composition inside the core is predom-
inantly neutrons, which become degenerate and thereby modify the equationof state to suddenly
become ‘stiff’, i.e. the neutron gas becomes almost incompressible. This terminates the collapse at a
core radius ofRc ≈ 20 km.

Energetics of core collapse and supernova explosion

The gravitational energy released during the collapse of the core can beestimated as

Egr ≈ −
GM2

c

Rc,i
+

GM2
c

Rc,f
≈

GM2
c

Rc,f
≈ 3× 1053 erg, (13.2)

assuming homologous collapse of a core ofMc ≈ 1.4 M⊙ from an initial radiusRc,i ∼ 3000 km to a
final radiusRc,f ≈ 20 km≪ Rc,i . Let us compare this with the energy necessary to expel the envelope,
which has no time to follow the core collapse,

Eenv =

∫ M

Mc

Gm
r

dm ≪
GM2

Rc,i
. (13.3)

The upper limit (13.3) is≈ 1053 erg for M = 10M⊙, but taking into account a realistic mass distribu-
tion in the envelope, this estimate comes down toEenv ∼ 1050 erg. Only a very small fraction of the
energy released in the collapse of the core is needed to blow away the envelope. Part of the energy
goes into kinetic energy of the ejected envelope and energy radiated awayby the supernova. For a
typical Type II supernova, the ejected envelope is∼10M⊙ and observed ejecta velocities are about
104 km/s, givingEkin ∼ 1051 erg. The supernova has a luminosityL ≈ 2 × 108 L⊙ for up to several
months, so that the total energy lost in the form of radiation isEph ∼ 1049 erg. Therefore

Eph ∼ 0.01Ekin ∼ 10−4Egr and Egr ≫ Eenv+ Ekin + Eph,

such that only a small fraction of the energy released in the collapse is usedin the actual explosion.
The question is how this fraction of about 1% of the gravitational energy can be converted into kinetic
energy of the envelope, which turns out to be a very difficult problem.

13.2.2 The explosion mechanism

When the collapsing core reaches nuclear densities (ρnuc ≈ 3× 1014g/cm3) the neutrons become de-
generate, resulting in a strong increase in pressure. Furthermore, nuclear forces between the nucleons
become important. These effects reverse the collapse. When the inner part of the core is compressed
to ∼ 1.5 times nuclear density, it bounces back like a spring – an event namedcore bounce.

As the velocity of the inner core material is reversed, it encounters matter from the still free-
falling outer part of the core. If the collision were perfectly elastic, the outer core would bounce
back to its initial radius even if the inner core were stationary. The outward motion of the inner core
thus gives the possibility of a ‘super-elastic’ core bounce that might conceivably explode the star.
The impact of the infalling matter is supersonic and creates a shock wave thatsteepens as it travels
outward into regions of lower density. The kinetic energy stored in the shock wave was once thought
to be sufficient to blow off the envelope, giving rise to a so-calledprompt explosion. However, two
problems arise that prevent such a prompt explosion to occur.

First, as the shock wave travels through the infalling matter which still mostly consists of iron-
group nuclei, it heats up the nuclei and disintegrates them effectively into protons and neutrons. We
can estimate the energy spent in photo-disintegration by noting that the bindingenergy of an56Fe
nucleus is about 9 MeV/nucleon, so that the disintegration of an iron core of 1.4M⊙ (1.7 × 1057
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nucleons) requires about 2× 1052 erg. Note that this amounts to absorbing, during a fraction of a
second, practically all of the nuclear energy that was released during the lifetime of the star!

Second, electron captures on the free protons created behind the shock produce energetic neutri-
nos by means of

p+ e− → n+ ν.

These neutrinos take away the largest fraction, about 90%, of the energy released in the collapse,
especially as the shock moves into relatively low-density regions (< 1012 g/cm3) from where they can
easily escape. In the case of supernova 1987A these neutrinos have been detected (see Sec. 13.2.3).
As a result, the shock wave fizzles out before it reaches the envelope of the star and no prompt
explosion occurs.

Effects of neutrinos

The role played by neutrinos during core collapse requires closer examination. The neutrinos pro-
ducedbefore the collapse set in had typical energies of the order of the thermal energyof the elec-
trons (see Sect. 12.3.1). During the collapse neutrino production by neutronization (electron captures)
dominates. The typical energy of these neutrinos is of the order of the Fermi energy of the relativistic
electrons,

Eν
mec2

≈
EF

mec2
=

pF

mec
=

h
mec

(

3
8π

ρ

µemu

)1/3

≈ 10−2
(

ρ

µe

)1/3

, (13.4)

using eq. (3.33) and the relationρ = µemune, and withρ in g/cm3 in the last equality. In the presence
of heavy nuclei, the neutrinos interact mainly through so-called coherentscattering with these nuclei,
with a typical cross section of the order

σν ≈ 10−45 A2
(

Eν
mec2

)2

cm2, (13.5)

which gives together with eq. (13.4),

σν ≈ 10−49 A2
(

ρ

µe

)2/3

cm2. (13.6)

If n = ρ/(Amu) is the number density of nuclei, the mean free pathℓν of the neutrinos in the collapsing
core can then be estimated as

ℓν ≈
1

nσν
≈ 2× 1025 1

µeA

(

ρ

µe

)−5/3

cm. (13.7)

Takingµe ≈ 2 andA ≈ 100, we find with eq. (13.7) that whenρ/µe ≈ 4× 109 g/cm3, the neutrino
mean free pathℓν ≈ 107 cm, which is the typical dimension of the collapsing core. Apparently,
neutrinos can no longer escape freely at the high densities prevailing in thecollapsing core. The core
becomes opaque for neutrinos, which can only diffuse out of the core via many scattering events.
Towards the end of the collapse phase, whenρ > 3× 1011 g/cm3, the diffusion velocity even becomes
smaller than the infall velocity of the gas, so that neutrinos aretrapped in the core. Analogous to
the photosphere of a star, one can define a ‘neutrinosphere’ in the outer layers of the core where the
density is low enough for the neutrinos to escape. Interior to this, there is a ‘neutrino trapping surface’
below which the neutrinos are trapped.
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The real situation is much more complicated becauseσν depends on the neutrino energy, so that
the neutrino transport problem has to be solved in an energy-dependent way. The congestion of
neutrinos in the core causes them to become degenerate (since neutrinos are fermions) with a high
Fermi energy. Electron capture becomes less probable, because the new neutrinos have to be raised
to the top of the Fermi sea. Neutronization therefore effectively stops whenρ ≈ 3 × 1012 g/cm3.
Only after some neutrinos have diffused out of the core can further neutronization take place. The
process of neutronization therefore takes about 3–10 seconds, whilethe collapse only takes a few
milliseconds.

The deposition of neutrino energy in the core provides an energy source that may revive the
shock wave and cause an explosion. Neutrinos diffusing out of the collapsed core (the proto-neutron
star) heat the region through which the former shock wave has passed,which stretches from∼30 km
to 100–300 km, and cause it to become convectively unstable. Convection thus provides a way to
convert some of the thermal energy from neutrino deposition into kinetic energy. Multi-dimensional
hydrodynamical calculations show that the outward force thus created can overcome the ram pressure
of the outer layers that are still falling onto the core and launch a successful explosion, but only for
rather low initial stellar masses (up to∼ 11M⊙).

A recently proposed alternative is that the proto-neutron star becomes unstable to g-mode oscil-
lations, which generate acoustic energy that builds up in the shocked region. These acoustic waves
eventually cause an anisotropic explosion, whereby the core still accretes on one side while the explo-
sion occurs in the other direction. The asymmetric explosion that results may help explain the large
space velocities of radio pulsars, which indicate that neutron stars receive a ‘kick’ at birth.

13.2.3 Lightcurves of core-collapse supernovae

The main physical parameters that determine the appearance of a supernova are:

• the total kinetic energy imparted by the explosion into the envelope,

• the structure (density profile and chemical composition) of the pre-supernova star, as well as
the possible presence of circumstellar material lost by the star earlier in its evolution,

• energy input by decay of radioactive isotopes ejected in the explosion.

As we have estimated above, the typical kinetic energy of the explosion is of the order ofEkin ≈

1051 erg.1 Given the uncertainty in the precise physical mechanism that converts∼1% of the core-
collapse energy into an explosion (Sec. 13.2.2), one usually models these explosions by injecting a
specified amount of energy at the bottom of the envelope by means of a ‘piston’. Both Ekin and the
mass boundary between core and envelope (or ‘mass cut’) are uncertain and are usually treated as
free parameters.

The visible supernova explosion starts when the shock wave induced by the piston reaches the
stellar surface, giving rise to a short pulse (∼30 minutes) of soft X-ray emission. The luminosity then
declines rapidly as the stellar surface expands and cools. The expanding envelope remains optically
thick for a sufficient amount of time that most of the explosion energy is converted into kinetic energy
of the outflow. When the envelope has expanded enough to become opticallythin, only∼1% of the
initial kinetic energy has been converted into radiation, as the total amount ofenergy radiated away
in the supernova is about 1049 erg.

When a massive H-rich envelope is present, the recombination of ionized hydrogen provides an
additional source of energy once the envelope has become optically thin and cools efficiently. As the

1The quantity of 1051 erg is sometimes referred to as ’f.o.e.’ in the supernova literature, and has recently been defined
as a new unit ‘bethe’ (1 B= 1051 erg) after Hans Bethe, a pioneer in supernova studies.
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envelope keeps expanding, a recombination wave moves inward in mass coordinate, while staying at
roughly the same radius and temperature. This gives rise to the plateau phase in the lightcurve of a
Type II-P supernova. This phase ends when the recombination wave dies out as it meets the denser
material of the inner envelope which expands at smaller velocity (< 103 km/s). If the H-rich envelope
is not massive enough to sustain such a recombination wave, the plateau phase is absent (Type II-L
lightcurves).

In the last phase of the supernova the lightcurve is determined by the radioactive decay of iso-
topes released in the explosion. The main source of radioactive energy is56Ni, which undergoes two
electron captures to produce stable56Fe:

56Ni + e− → 56Co+ ν + γ (τ1/2 = 6.1 d)
56Co+ e− → 56Fe+ ν + γ (τ1/2 = 77 d)

The exponential decline of the luminosity after 50–100 days correspondsto the decay of56Co. The
amount of56Ni ejected in the explosion, required to explain the observed lightcurves, is about 0.07M⊙
for a typical Type II supernova. This puts constraints on the position of the ‘mass cut’ between the
collapsing core and the ejected envelope (the remainder of the56Ni synthesized is locked up in the
collapsed compact object). The lightcurves of Type Ib and Ic supernovae are completely dominated
by this radioactive decay, after the initial luminosity peak caused by shock breakout. Other radioactive
isotopes (with longer half-lives than56Co) can also play a role in the lightcurve at later stages.

SN 1987A

This supernova (Type II) in the Large Magellanic Cloud was the nearestsupernova observed since
Kepler’s supernova in 1604. Its progenitor is known from images taken before the supernova: sur-
prisingly it was ablue supergiant, withL ≈ 1.1× 105 L⊙ andTeff ≈ 16 000 K, and a probable initial
mass of about 18M⊙. Its relative faintness at peak magnitude is probably related to the compactness
of the progenitor star compared to the red supergiant progenitors of SNeII. SN 1987A is the only
supernova from whichneutrinos have been detected, shortly before the visible explosion. During 10
seconds, detectors in Japan and the USA detected 20 neutrinos with energies between 8 and 40 MeV.
These energies and the 10 sec time span correspond to the transformation of an Fe core into a hot
proto-neutron star during core collapse (see Sec. 13.2.2).

13.2.4 Final masses and remnants

Figure 13.3 shows the possible relation between the initial mass of a star of solar metallicity, the mass
just before the moment of explosion and the final mass of the remnant. This figure is based on a
particular set of stellar models, and the precise masses are dependent onthe assumed mass-loss rates,
convective overshooting etc., and also depend on metallicity. The pre-supernova mass is determined
by mass loss during the evolution of the star, which becomes important for initialmasses∼> 15M⊙
(Sec. 12.2). For masses above∼30M⊙, mass loss is strong enough to remove the H-rich envelope as
well part of the material that was inside the He core and even the C-O core,shown as green shading.

The type of stellar remnant left behind depends, first of all, on whether the collapse of the iron
core successfully generates a supernova explosion. As discussed above, this is still an area of large
uncertainty. Detailed numerical simulations do indicate, however, that a successful explosion is more
likely the lower the initial mass of the star, or rather, the lower the mass of its C-O core. Stars with
initial masses up to 20M⊙ probably leaveneutron star remnants. With increasing mass, the amount
of kinetic energy generated by the collapse decreases, while the binding energy of the envelope in-
creases. If only a weak explosion is generated, some of the material ejected may fall back onto the
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proto-neutron star. If accretion causes the mass to exceed the maximum possible mass of a neutron
star – which is uncertain but probably lies in the range 2–3M⊙– then the proto-neutron star will col-
lapse and form ablack hole. The mass limit separating stars that form neutron stars and those that
leave black holes is probably in the range 20–25M⊙, but is sensitive to the details of the explosion
mechanism as well as to the maximum neutron-star mass. It is even possible that,due to the non-
linear behaviour of mass loss, the relation between initial mass and final remnant is non-monotonic
and that stars above a certain mass again leave neutron stars (as suggested in Fig. 13.3). On the other
hand, if mass loss is weak and a massive C-O core is left prior to core collapse, a successful supernova
shock may not develop at all and the entire star may collapse directly into a black hole.

Figure 13.3. Initial-final mass relation for stars of solar composition.The blue line shows the stellar mass after
core helium burning, reduced by mass loss during earlier phases. ForM ∼> 30M⊙ the helium core is exposed as
a WR star, the dashed line gives two possibilities depending on the uncertain WR mass-loss rates. The red line
indicates the mass of the compact stellar remnant, resulting from AGB mass loss in the case of intermediate-
mass stars, and ejection of the envelope in a core-collapse supernova for massive stars. The green areas indicate
the amount of mass ejected that has been processed by helium burning and more advanced nuclear burning.
(Figure from Woosley et al. 2002).
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13.3 Type Ia supernovae

Type Ia supernovae are fundamentally different from other SN types, because they are not associated
with the core collapse of massive stars. Instead they are caused by thethermonuclear explosion of a
CO white dwarf that reaches a critical mass for carbon ignition.

Carbon-burning reactions can occur in a low-temperature degenerate gas if the density is suffi-
ciently high, about 2×109 g/cm3 (these are known aspycno-nuclear reactions, see Sec. 6.2.3). These
densities are reached in the centre when the mass is very close to the Chandrasekhar mass of 1.4M⊙.
Because the gas is strongly degenerate, carbon burning is unstable andleads to a strong increase in
temperature at constant density and pressure. This is analogous to whathappens during the core He
flash in low-mass stars, except that the degeneracy is so strong that it can only be lifted when the
temperature has reached about 1010 K. The ignition of carbon therefore causes the incineration of all
material in the core of the white dwarf to Fe-peak elements (in nuclear statisticalequilibrium). An
explosive burning flame starts to propagate outwards, behind which material undergoes explosive nu-
clear burning. The composition of the ashes depends on the maximum temperature reached behind
the flame, which decreases as the burning front crosses layers of lower and lower densities (although
still degenerate). The composition is mainly56Ni in the central parts, with progressively lighter el-
ements (Ca, S, Si, etc) in more external layers. The total energy releasedby nuclear burning is of
order 1051 erg, which is sufficient to overcome the binding energy of the white dwarf in the explosion.
Therefore no stellar remnant is left.

The lightcurve of a Type Ia supernova is powered by the radioactive decay of the56Ni formed in
the explosion. The nickel mass is a substantial fraction of the mass of the whitedwarf, 0.5− 1.0 M⊙,
which is the main reason for the greater peak luminosities of SNe Ia compared tomost core-collapse
supernovae. About 50 days after maximum brightness, an exponential decay of the lightcurve occurs
due to radioactive decay of56Co into56Fe.

In single stars of intermediate mass, the degenerate CO core cannot grow tothe Chandrasekhar
limit because mass loss quickly removes the envelope during the AGB phase (Ch. 11). Even if the
Chandrasekhar limit were reached, the remaining H-rich envelope would cause a strong hydrogen
signature in the supernova spectrum which is not seen in SNe Ia. Therefore it is commonly agreed
upon that the CO white dwarfs that cause SN Ia explosions grow by accreting mass in a binary

Figure 13.4. Critical mass transfer rates for
hydrogen-accreting white dwarfs, as a func-
tion of the WD mass. Only for a small range
of mass transfer rates (hatched area) can the
material quietly burn on the WD surface, and
thus lead to a growth of the WD mass to-
wards the Chandrasekhar mass and a SN Ia
explosion. (Figure from Kahabka & van den
Heuvel 1997).

197



system. However, the exact mechanism by which this happens is still a matter ofdebate. Two types
of progenitor scenarios are being discussed:

The single degenerate scenarioIn this scenario the white dwarf accretes H- or He-rich matter from
a non-degenerate binary companion star: a main-sequence star, a red giant or a helium star (the
stripped helium core of an initially more massive star). The difficulty is that steady burning of
H and He, leading to growth of the mass of the white dwarf, is possible only fora narrow range
of accretion rates (see Fig. 13.4). If accretion is too fast, a H-rich envelope is formed around
the white dwarf (which would have an observable signature if the WD explodes). If accretion is
too slow, the accreted matter burns in unstable flashes (nova outbursts) that throw off almost as
much mass as has been accreted, such that the WD mass hardly grows. At present such models
are too restrictive to explain the observed rate of SN Ia in galaxies.

The double degenerate scenarioIn this case the Chandrasekhar limit is reached by the merging of
two CO white dwarfs in a close binary system. Such a close double WD can form as a result
of strong mass and angular momentum loss during binary evolution (a process calledcommon
envelope evolution). Once a close double WD system is formed, angular momentum loss by
gravitational waves can bring about the eventual merger of the system. Although at present
no convincing evidence exists for a double WD binary with a total mass in excess ofMCh, the
theoretical merger rate expected from binary evolution models appears sufficient to explain the
observed SN Ia rate (note, however, that these models have large uncertainties). The main doubt
about this scenario is whether the C-burning initiated by the WD merger leads tothe required
incineration and explosion of the merged white dwarf, or proceeds quiescently and results in a
core collapse.

Suggestions for further reading

See Chapter 28.4-6 of Maeder.

Exercises

13.1 Energy budget of core-collapse supernovae

(a) Neutron stars have a radius of about 10 km. Use this to estimate the energy generated during a
core collapse supernova (Hint: assume that before the collapse the core is like a white dwarf with
massMc = MCh, whereMCh is the Chandrasekhar mass, and that it suffers no significant mass loss
after the collapse).

(b) The kinetic energy measured in the supernovae ejecta is about Ekin = 1051 erg. What is a typical
velocity of the ejecta, if the original star was one of 10M⊙?

(c) The supernova shines with a luminosity of 2× 108 L⊙ for about two months. Estimate the total
energy in form of photons.

(d) Which particles carry away most of the energy of the supernova? Assuming an average energy of
5 MeV of those particles, how many of them are created by a supernova?
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13.2 Neutrino luminosity by Si burning

Silicon burning forms iron out of silicon. Assume that 5 MeV of energy are liberated by creating one
56Fe nucleus from silicon, and that the final result of this burning is an iron core of about 2M⊙. Silicon
burning only lasts about one day, as most of the liberated energy is converted into neutrinos (of about
5 MeV each).

(a) Compare the corresponding neutrino luminosity to that of Supernova 1987A, which can be well
approximated by the calculations in Exercise 13.1.

(b) Now, knowing that this supernova was 50 kpc away, and thatabout 10 neutrinos were detected
during one second: how close does the silicon burning star have to be, such that we can detect the
neutrino emission?

13.3 Carbon ignition in a white dwarf

When a white dwarf approaches the Chandrasekhar mass, its central density exceeds 2× 109 g/cm3,
carbon is ignited under degenerate conditions which will quickly burn the whole white dwarf to iron-
group elements (mainly56Ni). Compare the energy liberated by nuclear fusion to the gravitational
binding energy of the white dwarf. What will be the outcome? (Use the masses of12C, 16O and56Ni
nuclei in Table 6.1, and assume that the white dwarf is composed of equal mass fractions of12C and
16O.)
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