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Chapter I

Introduction

These lecture notes were developed as part of the Caltech Astrophysics course Ay190 — Compu-
tational Astrophysics. This course was first taught in the winter term 2010/2011 by Christian Ott
and Andrew Benson.

The goal of this course is to briefly introduce the basics of numerical computation and then
focus on various applications of numerical methods in astronomy and astrophysics.

The parts of these lecture notes dealing with the basics of numerical computation were heavily
influenced by a set of lecture notes by lan Hawke at the University of Southampton.

I.1 Literature

Unfortunately, there is no good single reference for Computational Astrophysics. We have per-
sonally used the following books for inspiration for Ay190:

e Numerical Methods in Astrophysics, An Introduction by P. Bodenheimer, G. P. Laughlin, M.
Rozyczka, and H. Yorke. Taylor & Francis, New York, NY, USA, 2007.

o Numerical Mathematics and Computing, 6th edition, by W. Cheney and D. Kincaid, Thomson
Brooks/Cole, Belmont, CA, USA, 2008.

e Finite Difference Methods for Ordinary and Partial Differential Equations, by R. Leveque, Society
for Industrial and Applied Mathematics, Philadelphia, PA, USA, 2007.

o An Introduction to Computational Physics, 2nd edition, by Tao Pang, Cambridge University
Press, Cambridge, UK, 2006

e Numerical Recipes, 3rd. edition, by W. H. Press, S. Teukolsky, W. Vetterling, and B. Flannery,
Cambridge University Press, Cambridge, UK, 2007.

I.2 Acknowledgements

CDO wishes to thank Ian Hawke for sharing his class notes with him for inspiration.

The authors are indebted to Mislav Balokovic, Kristen Boydstun, Yi Cao, Trevor David, Ben Mon-
tet, and Arya Farahi for spotting typos and factual errors.
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I.3 Future Additions

The idea of these lecture notes is that they will be continuously improved and expanded with more
background material, more details, figures, and example problems. In this section we summarize
concrete plans of what will be added in the near future.

e ODE: More details on stiff equations and stability.
e ODE integrators: Crank-Nicholson implicit integrator.

e PDEs/ODEs: More on the Method of Lines. Studies of the wave equation, parabolic, and
elliptic PDEs.

e Application: Stellar structure with Henyey Solver.



Chapter 11

Fundamentals: The Basic of Numerical
Computation

II.1 Computers & Numbers

I1.1.1 Floating Point Numbers

Computers have finite memory and compute power. Hence, real numbers must be represented
as floating point (FP) numbers with finite precision. Is this a problem? Yes, because small ap-
proximation errors can in principle (and in unlucky circumstances) be amplified and grow out of
bound.

+ 0.a1a0a3ay ... a,, x 10°, (IL.1.1)

where +£0.a1a2a3a4 ... ay, is the mantissa, the integer c is the exponent, and the interger 10 is the
base of the FP number. The digits a; are the significant digits and the number of significant digits is
the FP precision m.

In general, a real number x can be expressed as a FP number x plus an absolute FP error (round
off error) e(x):

~ ~ ~~ (I1.1.2)
€R FP number absolute FP error

Converting a real nunber x to a floating point number ¥ is accomplished either by truncation
or (better) rounding.

Example: m = 4
= 71 = 3.141592653589... .
X = 3141+e(x); e(x)=mr—x.

In computer terminology, one frequently speaks of single precision and double precision numbers.
Single precision generally corresponds to 32-bit FP numbers with m ~ 7 and double precision
generally stands for 64-bit FP numbers with m ~ 14 — 16. For reasons that we will see later, FP
data types in computers actually have a mantissa of size > 2m, but their accuracy is still limited
to m digits.

In addition, there are limits to the maximum and minimum number that can be stored in a FP
variable. This is controlled by the maximum size of the exponent. For standard base-10 numbers,

9
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the maximum (minimum) number is of O(10%) (O(1073)) and O(103%) (O(1073%)) for single
and double precision, respectively.

I1.1.2 Errors

We define two kinds of errors

absolute error:  E,(x) =e(x) =x-%, (I113)
relative error:  E,(x) = 2. o

II.1.2.1 Errors & Floating Point Arithmetic

The basic arithmetic operations are x +y, x —y, x -y, and 5 We must investigate how errors

propagate in these operations.

xX+y:
x+y=x+y+e(x)+e(y), (IL.1.4)

withx =X +e(x) and y = ¥+ e(y). e(x) and e(y) are the absolute round-off error for x and
y, respectively.
Note that:

(@ x+y #X+Y
Example: m = 3

—X+y =345,

but
x+y=23460 — x +y =346 .

(b) x + y could be larger (or smaller) than the largest (smallest) number that can be repre-
sented. This leads to an overflow or underflow.

(c) Addition of FP numbers is not associative. So order matters:

x+y)+z#x+ ([y+2). (I1.1.5)

Exercise I1.1.1 (FP addition is not associative)

Show by contradiction that the assumption that FP is associative is false.

x—y=x—y+e(x)—e(y), (IL.1.6)
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which can be problematic when x and y are nearly equal. Example for m = 3:

x =42102, y = 42.043,
x—y=0.059,
X—y=421-420=0.1.

Xy
x-y=x-y+y-e(x)+x-e(y) +e(x)-e(y) (IL.1.7)
usually small
X -y is at most 2m digits long. This is why computers use 2m digits for computations on
m-digit numbers. The result is then rounded to m digits.
X.
i 4 e(x) opuion T elx) _ Te(y)
X X +e(X) expansion X = e(Xx xe(y
- == = —+—"——==+0((x)-e(y)). (IL.1.8)
y o y+ely) vy 7

The expansion shows that the error terms will grow immensely as y — 0. Dividing by small
numbers is a thing to avoid.

I1.1.3  Stability of a Calculation

A numerical calculation is unstable if small errors made at one stage of the process are magnified
in subsequent steps and seriously degrade the accuracy of the overall solution.

A very simple example for m = 3:

T\
=

(1)

2) ¥

7

+1-—1.

I
]

If we were not dealing with FP numbers, the results of (1) and (2) would be identical.
Let us now choose ¥ = x = 0.02412 = 2.41 x 10~2. Then

The relative error between (1) and (2) is 9% and is due purely to additional unnecessary operations
that amplified the FP error!
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Exercise I1.1.2 (An unstable Calculation)

Consider the following sequence and recurrence relation:

1 13 4
xozlr X1 = é/ Xn+1 = ?xﬂ_g'xﬂ—ll

1 n
Xn = <3> .
Implement the recurrence relation for n = 0, ..., 15 using single precision FP numbers and com-
pute absolute and relative error with respect to the closed-form expression. How big are rela-

tive and absolute error at n = 15?

Now do the same for x; = 4, and compare it to x, = 4". Go to n = 20. Why is this
calculation stable? Should absolute or relative error be used to measure accuracy and stability?

which is equivalent to
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II.2 Finite Differences
II1.2.1 Forward, Backward, and Central Finite Difference Approximations

We will often need to numerically find the derivative of a function f(x),

Ax—0 Ax

Fx) = tim 2 (x), where Af=f <x+A2x> —f <x— A;) : (I.2.1)

Now let us assume dx/2 = h. We can use Taylor’s theorem to find an approximation for f’ at
X0, namely:

© £(n)
f(xo+h>:zof 0)

n
= f(x0) +hf'(x0) + hzzf”(xo) + h;f’”(xo) + Ot . (I1.2.2)
By truncating at the h? term, we get
f(xo+h) = f(x0) + hf'(x0) + O(H?) , (I1.2.3)
and can solve for f'(xp):
F(xo) = flxo+ hZ —fx) | O(h) . (I1.2.4)

This is called the forward difference estimate for f’. In other words, the slope of f(x) at x¢ is
approximated by the straight line through (xo, f(x0)) and (xo + &, f (xo + h)).

The expression O(h) on the far right of Eq. (IL.2.4) indicates that the error of our estimate
decreases linearly (o /1) with step size h. Hence, we call this approximation first order (in h).

Now let us consider f(xo — h),

h? w3
flxo=h) = f(x0) = hf'(x0) + = f"(x0) = = f"(x0) + O(hp) , (I1.2.5)
which gets us the first-order backward difference estimate for f'(x) at xo:
- —h
f(x0) = AC) i (o = 1) +0O(h) . (IL.2.6)
Now, subtracting Eq. (I1.2.6) from Eq. (I1.2.4), we get
7%
fl(xo+h) — f(xo—h) =2hf (x0) + gf”’(xo) +O(h?), (I1.2.7)
and, because the /? term has vanished,
F(x0) = flro+ h)z_hf(x‘) O O(H?). (I1.2.8)

This is the central difference estimate for f'(x) at xo.
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. | . | . | .
o N = N o N o

Xi—1 Xi—1/2 Xi Xit1/2 Xit1 Xit3/2 Xiy2

Figure I1.2.1: Basic logical grid setup in 1D. Grid cell centers are marked with a filled circle. Cell
interfaces are marked by vertical lines.

Exercise I1.2.1 (Finite-Difference Estiate of the Second Derivative)

Use the methods demonstrated in this section to derive a second-order (central) expression for
the second derivative of a function f(x) at xo.

II.2.2 Finite Differences on evenly and unevenly spaced Grids

So far, we have simply assumed that the step size & is constant between discrete nodes x; at which
we know the values of function f(x).

Figure 11.2.1 shows a typical basic grid setup in a one-dimensional problem. A computational
cell has cell center x; and is demarkated by x;_1,, on the left and x;;1,, on the right. If the grid
is evenly spaced (on speaks of an equidistant grid) then the distance between cell centers Ax =
Xi+1 — X; is constant throughout the grid. In this case, we may, for example, express the centered
derivative of a function f(x) at x; by

Fla) =1 (xi+1)2; ; (*i1) | O(Ax?). (I.2.9)

Equidistant grids are the conceptually simplest way of discretizing a problem. They are, how-
ever, in many cases by far not the most efficient way, since many problems need more resolution
in some parts of their domain than in others. A great example is the modeling of stellar collapse
of an iron core to a neutron star. To resolve the steep density gradients near the neutron star, a
resolution of order 100 m is required within ~ 30 km of the origin, while a cell size of order 10 km
is sufficient at radii above ~1000 km. One efficient way of dealing with these different resolution
requirements is to increase the radial extent of computational cells with increasing radius.

Taking numerical derivatives on such unevenly spaced (or non-equidistant) grids is more com-
plicated, but still doable. Obviously, first-order estimates are trivial, since they only involve two
points. In the following, we derive a second-order estimate of f'(x) for non-equidistant grids that
reduces to the standard central difference estimate in the limit of equidistant grids.

We want to evaluate f/(x) at x = x;. We define h; = x; — x;_1 and hp = x;.1 — x;. Then,

2
f(xi4+hy) = f(x;) +haof'(x;) + hzzf"(xi) +0(m),
(11.2.10)

Flxi— ) = £(x) — hf' () + L)+ O,

This allows us to eliminate the f(x;) term and to solve for f'(x;):
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h hi—h h

/ 1 1— 2

)= —F———f(Xi1) — ———f (%)) = —F———f(xi-1) . I.2.11

f (xl) hZ(hl +h2)f(xl+l) ]’l2]’l1 f(xl) hl(hl +h2>f(xl 1) ( )
It is trivial to see that this reduces to the standard central difference estimate (Eq. I11.2.8) if

hi1 = ho.

Exercise I1.2.2 (Second Derivative Estimate on non-equidistant Grids)

Derive a second-order estimate for the second derivative of a function f(x) at x; on a non-
equidistant grid.

I1.2.3 Convergence

A numerical method to solve a problem with a true solution y(x) is said to be convergent if the
discrete solution y(x; h) approaches the true solution for vanishing discretization step size h:

}lin%y(x;h) =y(x) . (IL.2.12)

In other words, if the resolution is increased, the numerical result converges to the true result.

Three important things:

1. For a numerical scheme that is n-th order accurate, a decrease in step size by a factor m leads
to a decrease of the deviation from the true solution by a factor m". So, for n = 2, the error is
reduced by a factor of 4 if the resolution is doubled, while for = 1, the error goes down only
by a factor of 2.

We can express this more mathematically by defining the convergence factor
ly(x;h2) —y(x)] <h2>”
Q= - (2) . (I1.2.13)
y(xhm) —y(¥)| \m

Here h; > hy are two different discretization step sizes. Since h; is smaller than hy, the
calculation with /i, has higher resolution.

2. Checking convergence of a numerical algorithm to known solutions is crucial for valida-
tion. If an algorithm does not converge or converges at the wrong rate, a systematic bug in
the implementation is likely!

3. Self Convergence. In many cases, the true solution to a problem is not known. In this case,
we can use results obtained at 3 different discretization step sizes hy > hy > hs.

We define the self-convergence factor Qs:

_ ly(xihs) —y(x;ha)| 11.2.14
Qs ly(x;h2) —y(x;h)| (1219

which, at convergence order 1, must equal
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_h-n
e

Qs (I1.2.15)

Exercise I1.2.3 (Convergence of a Finite-Difference Estimate)

Discretize
flx) = x> —5x* +x

on the interval [—2,6] and compute its first derivative with (i) forward differencing and (ii)
central differencing. Demonstrate that (i) is first-order convergent and (ii) is second-order
convergent by plotting the absolute error f'(x; h;) — f'(x) at resolutions h; and hy = hy/2. At
hy the absolute error should be reduced by the expected convergence factor.
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II.3 Interpolation

We are frequently confronted with the situation that we know the values of a function f only at
discrete locations x;, but want to know its values at general points x.

[ T [ T [ T [ T [
4_ -
3_ -

>

2_ -
i p(x) |
1_ -

| L | L | L | L |

0 0 1 2 3 4

X

Figure I1.3.1: The interpolation problem.

In order to solve this problem, we must look for an approximation p(x) that uses the discrete
information about f(x) at x; to interpolate f(x) between the x; with p(x;) = f(x;). If x is outside
[Xmin, ¥max], Where Xmin = min{x;; Vi} and xmax = max{x;; Vi}, p(x) extrapolates f(x).

I1.3.1 Direct Polynomial Interpolation

Polynomial interpolation of f(x) involves finding a polynomial p(x) of degree n that passes through
n + 1 points. Note that the literature will frequently talk about the order of a polynomial. We will
stick to degree in order not to confuse polynomial order with order of approximation, i.e., with the
exponent of the leading-order error term. For example a polynomial p(x) of degree 1 is linear in x
and has a quadratic error term (“second order”).

In general, our intergration polynomial will have the following form:
p(x) = ag + arx + axx® + - - - + ax", (IL3.1)

where the a; are nn 4 1 real constants that can be determined by solving a set of n + 1 linear equa-

tions:
I AW f(x0)

= (I1.3.2)

Vandermonde Matrix
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For large n this obviously gets very complicated (we will talk later about how to solve systems
of linear equations efficiently), but it is useful to consider the two simplest cases, linear (n = 1)
and quadradtic (n = 2) interpolation.

I1.3.1.1 Linear Interpolation

We obtain the linear approximation p(x) for f(x) in the interval [x;, x;1] by

p(x) = f(xi) + fin) = f(x) (x —x;) + O(H?), (IL3.3)

Xit1 — Xi

1st-order forward difference

where h = x;41 — x;. Linear interpolation is the most robust method for interpolation; the result
can be differentiated once, but the derivative will be discontinuous at the locations x; 1 and x;.

II.3.1.2 Quadratic Interpolation

The quadratic approximation p(x) for f(x) in the interval [x;, x;,1] is given by

_ (r—=xi) (x — xi42) i
P(x) - ( xl+1)(xi o xi+2)f( l)
(r—x)x—x12)
" (xip1 — xi) (Xip1 — xz+2)f(xl+l) (I.3.4)
(x — xi) (x = xip1) ,
(x1+2 xl)<xl+2 x1+1 f(xH_Z)
+O(1),

where h = max{xi+2 — Xi+1,Xir1 — X,’}.
Note that the results will be sensitive to which three points are chosen, since there are two
choices: {xj, xi+1, Xi+2} or {x;_1,x;,x;+1} for interpolating f(x) in [x;, x;11].

p(x) is twice differentiable. Its first derivative will be continuous, but p”(x) will have finite-
size steps.

II.3.2 Lagrange Interpolation

So far, we have looked at linear and quadratic polynomial interpolation. Sometimes it will be
necessary to use a higher-order method. Lagrange Interpolation provides a means of constructing
general interpolating polynomials of degree n using data at n + 1 points.

There are alternative methods to Lagrange Interpolation. These are, for example, Newton’s
Divided Differences, Chebychev Polynomials, Aitken’s method, and Taylor Polynomials. We will not
discuss these methods, but rather refer the reader to the literature listed in §I.1.
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-1 0 1
X

Figure I1.3.2: Runge’s phenomenon of non-convergence as exhibited by polynomials of degree 6,
8, and 10 for the continuous function f(x) = (25x> +1)~1.

For a moment, let us reconsider linear interpolation (Eq. [I1.3.3]) and rewrite it slightly to

- X X1 ‘ X —Xi
£) 2 pl) = T fl) 4+ f (i) + O0F),
i+1
=) f(x))Lyj(x) + O(1?), (IL3.5)
j=i
X — Xg

where Ly;(x) = propend IO
j k#j

We can now easily generalize this to an n-th degree polynomial that passes through all n 41
data points:

p(x) =Y f(xj)Lyj(x) + O™, (I1.3.6)
j=0
with )
L(x)=TTX2=2k .3.7
](x) g — ( )

Note that this clearly satisfies the interpolating condition, p(x;) = f(x;).

I1.3.3 Convergence of Interpolating Polynomials

If our data describe a continuous function f(x) on an interval [, b], we would expect that, if we
constuct interpolating polynomials p,(x) with increasing degree n, the interpolation error con-
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verges to zero. Mathematically this is expressed by

lim | max |f(x) — pu(x)|| =0. (IL.3.8)

n—00 | x€(a,b

Unfortunately, it turns out that for most continuous functions, this is not the case and the er-
ror does not converge to 0. This is called Runge’s Phenomenon, an example of which is shown
by Fig. 11.3.2 for the well behaved continuous function f(x) = z5x1f+1 While the interpolating
polynomials p,(s) converge to f(x) near the peak, they exhibit strong oscillations and diverge
dramatically at the edges of the interval.

Runge’s phenomenon teaches us that we need to be extremely careful with polynomial inter-
polation. A higher polynomial degree could leat to a greater error and unwanted oscillations!

High degree polynomial interpolation (1 2 2) should only be used if one is certain that the
function to be interpolated can be approximated well globally by a single polynomial. If this is
not the case, one must resort to other methods. One solution is to use piecewise-polynomial inter-
polation, which, in essence, uses many low-degree polynomials rather than a single global poly-
nomial to approximate a function or interpolate a set of data. The simplest (and safest!) form of
piecewise polynomial interpolation is piecewise linear interpolation — essentially connecting data
points with straight lines.

Exercise I1.3.1 (Runge’s Phenomenon)

1. Implement a routine that generates Lagrangean interpolating polynomials of arbitrary
degree n based on n + 1 data points. Then reproduce Fig. 11.3.2 for f(x) = %;ﬁ in
[—1,1] withn =6,n=8,n =10, n = 12.

2. Discretize the domain with m = 100 equally spaced points and compute the error norm-

2,
1 [ o) - F))2
EN2 = Z( )

for the 4 cases n = {6,8,10,12}.

3. Now introduce another discretization with m, = 50 and implement a routine that will
interpolate f(x) piecewise linearly between these m; data points. Now evaluate EN2 at
the m points used in part 2 and compare your result to the results of part 2.

I1.3.4 Hermite Interpolation (in Lagrange form)

Hermite interpolation is a special form of polynomial interpolation. It uses data points as well
as derivatives of the data to construct an interpolating polynomial. This can significantly reduce
unwanted oscillations, in particular if it is applied in piecewise fashion.
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In the following, we will consider only the simplest case of Hermite interpolation, which in-
terpolates a function and its first derivative. If we have n + 1 data points, then we need to find a
polynomial that satisfies

p(x;) =cio, p'(x;) =cn foriel0,n], (11.3.9)
where cjp = f(x;) and ¢i1 = f'(x;).

In analogy with the Lagrange interpolation formula (Eq. I1.3.6), we write
n n
p(x) =Y cioAi(x) + Y caBi(x), (I.3.10)
i=0 i=0

in which A;(x) and B;(x) are polynomials with certain properties:

Ai(xj) =6;j, Bi(xj) =0,

(I1.3.11)
A:(x]) =0 , Bl’(x]) = (Sl] .
Using
X — X

Lyj(x) = lj T x (I1.3.12)

j=0 "1

k#j
Without proof: A; and B; can be defined as follows for points 0 < i < n:

Ai(x) =[1-2(x— xi)L;i(xi)]Lfli(x) , (113.13)

Bi(x) = (x—x)L3(x).

Note that each L,; is of degree n and therefore A; and B; are of degree 2n + 1. This is also the
maximal degree of p(x). A derivation of Eq. (I.3.13) can be found in Doron Levy’s lecture notes
on Numerical Analysis, http://www.math.umd.edu/~dlevy/books/na.pdf.

I1.3.4.1 Piecewise Cubic Hermite Interpolation

When performing piecewise cubic Hermite interpolation on a large dataset, we set n = 1 and
for each x at which we want to approximate a function f(x), we find two neighboring (bracket-
ing) points x; and x;;1, where f(x;), f(xi+1), f'(x;), and f'(x;+1) are known or can be evaluated
numerically.

The cubic Hermite polynomial that interpolates f(x) in [x;, x;11] is then given by

Hs(x) =f(xi)9o(z) + f(xiy1)9o(1 — 2)
+ f (i) (xig1 — %) 91 (2)
— f(xiz1) (xip1 — x)r (1 — 2)

where ‘
PR (IL.3.14)
Xit1 — Xi
and
Po(z) =228 - 32> +1, (I1.3.15)
Pr(z) =28 =22 + 2. (IL.3.16)

Of course, the ; are straightforwardly related to the A; and B; of the previous section. They
have been written in this form for convenience.


http://www.math.umd.edu/~dlevy/books/na.pdf
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I1.3.5 Spline Interpolation

Splines are the ultimate method for piecewise polynomial interpolation of strongly varying data
if continuity and differentiability (= smoothness) of the interpolation result is important.

Spline interpolation achieves smoothness by requiring continuity at data points not only for
the function values f(x;), but also for a number of its derivatives f()(x;). Assuming that we know
the values f(x;) at points x; (i € [0, n]), we can construct piecewise polynomials on each segment
[xi, xi11] (there are n such segments) of degree m,

pi(x) =Y caux", (IL3.17)
k=0

to approximate f(x) for x € [x;, x;;1]. Note that m is the degree of the spline and there are m + 1
cix for each i and there are n intervals. Hence we have n(m + 1) coefficients c; that we must
determined by

(a) requiring (n —1)(m — 1) smoothness conditions at non-boundary points: p!(x;11) = pl,;(xi+1)
forl=1,---,m—1,

(b) requiring 2n interpolation conditions: p;(x;) = f(x;) = pit1(xi),

(c) choosing the remaining m — 1 values of some of the p!(x,) and p, | (x,) forl =1, ,m—1.

Note that the simplest spline, the linear spline (m = 1), is equivalent to piecewise linear inter-
polation.

I1.3.5.1 Cubic Natural Spline Interpolation

Note: The following discussion is based on Tao Pang’s book An Introduction to Computational
Physics.

m = 3, a cubic, is the most widely used spline basis function. In this case, a total of 4n condi-
tions are necesssary to find the coefficients c;x. m —1 = 2 must be picked by choosing values for
some of the derivatives at both boundary points. One possible choice is to set the highest deriva-
tive to zero at boths ends of the interval. This is called the natural spline. For the cubic spline this
means

po(x0) =0, ph1(xa) =0, (I13.18)

To construct the cubic spline, we start with the linear interpolation of its second derivative in

[xi, Xit1],
1

pi(x) = ——— [(x —x)pis — (x —xip)pf] (113.19)
i+1 Xi

where we have set p!’ = p!/(x;) = p. (xi) and pll; = pl, (xi1) = pl/(xi1a).

We now integrate Eq. (I1.3.19) twice and identify f; = p;(x;) = f(x;). We obtain

pi(x) = ai(x — x;)% + Bi(x — xip1)® + 7i(x — x;) 4+ 1:(x — xi31) (IL.3.20)
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— f(x)
— Lagrange withn = 10
-- cubic spline on 10 intervals

—1F | -

-1 0 1
X

Figure I1.3.3: Same as Fig. I1.3.2, but this time showing only f(x), the result of Lagrangean inter-
polation with n = 10, and of cubic natural spline interpolation on the same 10 intervals.

where
o pia o —p!
n; = ol Bi = Tk (I1.3.21)
_ fin hipin _hip fi
Yi= ; 6 n; = 3 n (I1.3.22)
with h; = x;41 — x;. Hence, all that is needed to find the spline is to find all of its second

derivatives p!’ = p//(x;).

We may now apply the condition p!_; (x;) = pi(x;) to Eq. (I1.3.20) to obtain

hioapl + 2+ by hiply =6 (- $51) W3.23)
1 1—

where g; = fiy1 — fi. This is a linear system with n — 1 unknowns p/ fori = 1,--- ,n —1 and
po = pyn = 0 (as set by the natural spline condition).

If wesetd; =2(hj_1+h;)and b; = 6 (‘g—: — ‘g:), then we can write

4 ifi=j,
h; ifi=7—1
Ap'=b withA;={ " TP (I1.3.24)
hiy ifi=j+1,
0 otherwise.

Note that the coefficient matrix A;; is real, symmetric, and tri-diagonal. We will discuss later
how to solve linear systems of equations of this type.

Figure I1.3.3 shows how much better cubic spline interpolation deals with the example we used
in §I1.3.2 to show Runge’s phenomenon.
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II.3.6 Multi-Variate Interpolation

In many situations, on ehas to deal with data that depend on more than one variable. A typical
example are stellar opacities that may depend on frequency, gas density, temperature, and com-
position. Since they are too complicated to compute on the fly, one pre-tabulates them and then
interpolates between table entries.

For deciding which approach to take for multi-variate interpolation, it is important to differ-
entiate between two general kinds of multi-variate data:

(a) Data in a grid arrangement that are given on a regularly distributed (equidistantly or non-
equidistantly) set of points (nodes).

(b) Scattered data, which are not arranged in a regular grid.

As we shall see, for case (a), we can use the so-called Tensor Product Interpolation to construct a
multi-variate interpolation function.

For case (b), the situation is more complicated. One can try to first introduce a regular grid-
ding of the data by linear interpolation between nearest neighbors or by piecewise constant nearest
neighbor interpolation in which the value at the nearest irregular node is assigned to a node of an
introduced regular grid. Alternatively, one may use a special method for multi-variate interpola-
tion of scattered data, e.g., Shepard’s method.

A good summary of methods for interpolation of scattered data can be found in Alfeld, Scat-
tered Data Interpolation in 3 or more Variables, in Mathematical Methods in Computational Geometric
Design, 1989.

I1.3.6.1 Tensor Product Interpolation

For data arranged in a grid, a multi-variate (here: n-variate) interpolation function can be obtained
by forming the tensor product

g(x1, -, xn) = g1(x1) 0o ga(x2) 0+ -0 gu(xn) , (I1.3.25)
using 7 univariate interpolation functions g;.

This sounds much more complicated than it really is. The above simply means that true multi-
variate (multi-dimensional) interpolation is mathematically equivalent to executing multiple uni-
verative (1D) interpolations sequentially. So, if, for example, we want to interpolate a function
U(x,y,z), we would first interpolate it in x, then interpolate the result in y, and then that result
in z. This, of course, requires many interpolation steps. Hence, it is generally more efficient to
analytically work out and simplify the multi-variate interpolation function and then interpolate
in only one step.

Exercise 11.3.2 (Bilinear Interpolation)

Construct a bilinear interpolation polynomial that interpolates a function f(x,y) for points
(x,y) in [x1, x2] and [y1,y2], respectively.
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I1.3.6.2 Shepard’s Method for Scattered Data

Shepard’s Method uses inverse distance weighting for finding an interpolated value u at a given
point X based on irregularly arranged data (samples) u;(X;) (i =0, -- ,n):

oW wi(X)u . oy 1
u(X) —gm with w;(¥) = G (11.3.26)

Here, the w;(X) are distance-dependent weights, d(X, x;) is the distance function, and p is the
power parameter (p > 0). The weight decreases distance increases from the known points. The
power parameter p controls the smoothness of the interpolation. For 0 < p < 1, u(¥X) is rather
smooth and for p > 1 it quickly becomes sharp.

The Modified Shepard’s Method uses a modified weight functions

L (R—d(F )\
w;i(X) = <IW) , (I1.3.27)

which emphasises points within a sphere of radius R around X.
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II.4 Integration

There are many situations in which we need to evalute the integral

Q= /bf(X)dx : (IL4.1)

However, integrals can be evaluated anlytically only for very few well behaved functions f(x),
plus, frequently, we have to deal with discrete data f(x;) that, of course, cannot be integrated
analytically. Hence, we have to resort to numerical integration (quadrature).

II.4.1 Integration based on Piecewise Polynomial Interpolation

Assume that we know (or can evaluate) f(x) at a finite set of points (nodes) {x;} withj =0,---,n
in the interval [a,b]. Then we can replace f(x) with a simpler function p(x) whose analytic inte-
gral we know and which interpolates f(x): p(x;) = f(x;). Such integration formulae based on
interpolation polynomials are generally called Newton-Cotes quadrature formulae.

In the following, we will assume that the full interval over which we intend to integrate can be
broken down into N sub-intervals [a;, b;] that encompass N + 1nodes x; (i =0, - - - , N) at which we
know the integrand f(x). We can then express the full integral Q as the sum of the sub-integrals

Qi. N-1 N-1 ,p
Q=Y Q=) / F(x)dx . (I14.2)
i=0 i=0 Y4

I1.4.1.1 Midpoint Rule

The simplest approximation is to assume that the function f(x) is constant on the interval [a;, b;]
and to use its central value value:

a;+b;
2

Qi = /ﬂ_bif(X)dx = (bi—a) f ( ) +O([b; — a;]?) . (I1.4.3)

This is also called the “rectangle rule” and the error is quadratic in the interval size b; — a;. Note
that we need to be able to evaluate f(x) at the midpoint. We may not be able to do this if we know

f(x) only at discrete locations. This integration scheme is locally second order, but globally first
order, since we must apply it O(N) times.

I1.4.1.2 Trapezoidal Rule

Here we approximate f(x) with a linear polynomial on [a, b],
b
Qi = /a f(x)dx = %(bi —a;) [f (b)) + f(a))] + O([bi — ai]?) . (I1.4.4)

The error scales with the cube of the size of the interval [a;, b;], but global convergence is only
O([b — a]?).
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I1.4.1.3 Simpson’s Rule
Simpson’s Rule approximates f(x) on [a;, b;] by a quadratic (a parabola; a polynomial of degree
2). Writing out the interpolating polynomial on [4;, b;] and integrating it, one obtains

Q= 5% [fla) a7 (U5 ) + £(8)] + O —a) (145)

Note that in the above we have assumed that we know or can evaluate f((a; + b;)/2). If we know
f(x) only at discrete locations, all hope is not lost. We can always combine two intervals [a;, b;]
and [b;, bi1] to [a;, bit1] and identify a; = x;, b; = a;41 = i1, and bj 1 = xj1o. Of course, the error
will then scale with the fifth power of the combined interval locally, but globally with the fourth
power of the interval size (because there are many sub-intervals).

Note that special care must be taken at the boundaries of the interpolation interval. If it is not
possible to analytically extend the integrand beyond the boundary to obtain the needed integrand
values, one must (a) use a lower-order integration method at the end points (but this can spoil the
global convergence rate) or (b) resort to a one-side interpolation polynomial that relies exclusively
on data that is in the integration interval. Details on (b) can be found in Tao Pang’s book (see §1.1).

So far, we have considered only equidistant intervals of size h = [a;,b;]. If f(x) is non-
equidistantly sampled, we need to use a modification of Simpson’s rule:

Note that at least two people have pointed out that there is something wrong in the next two
paragraphs. I need to re-derive everything to find out what the problem is. This will take a while
and may not happen this term :-/ - Christian

First we rewrite the interpolating quadratic as

p(x) = ax? +bx + ¢ for x € [x;_1,x11] , (I1.4.6)
where
_ hicaf(xign) = (hioa + ) f(xi) + hif (xi-1)
hi_qhi(hi—1 + h;) ’
p M f (i) + (B — By f (i) — B f (i) (IL4.7)
hi_1hi(hi—1 + h;) ’

C:f(xi)/

with hi = Xit1 — X; and hi,1 = X;i — Xj—1. Because

/:1:1 f(x)dx

is independent of the origin of the coordinates, we may set x; = 0.

Now, with x; =0, —h; 1 = x;_1, h; = x;,1 we obtain

Xit1 hi
f(x)dx = /h f(x)dx = af(xiy1) + Bf(xi) + vf(xiz1) (IL.4.8)
Xi—1 —Ni-1
with
y 2]/112 + hih;_q — hiz_l . (hl + hz‘_l)s
- 6h; ! = 6hih;_,

11.4.9
Rl -2 (I14.9)

Y ol /
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Example: f(x) = x?, to be integrated on [—0.5,1] with x; 1 = 0.5, x; =0, x;,1 = 1.

2+05-02 37
a:w:0‘375,5:3275:1.125,7:0,

and using Eq. I1.4.8, we obtain

Xx+1
f(x)dx =0.375 .
1

Xi_
The analytic result is, of course,
1 311
» x 1 11
dx = |+ = -+ 55 = 0.375.
/mx g {3 ]05 3738
Hence, the integral of our quadratic interpolating polynomial integrates the quadratic f(x) = x2
exactly.

Note that as it is the case with the previously discussed methods, Simpson’s rule is globally
convergent to one order less than its local convergence rate, so O([b — a]*)

I1.4.2 Gaussian Quadrature

As I have received your paper about the approximate integration, I no longer can withstand to
thank you for the great pleasure you have given to me.

From a letter written by Bessel to Gauss.

Gaussian quadrature is an integration method that gives an exact result for polynomials of
degree 2n — 1 for a set of n nodes x; at which f is known:

b b n
x)dx :/ W(x x dx ~ w; Xi) . 11.4.10
[ r@ax= [0 W gl Yo s (1.4.10)
weighting approximating weights
function polynomial

The nodes x; are the roots of the approximating polynomial g(x).

I1.4.2.1 2-point Gaussian Quadrature

Weset W(x) =1, so fab f(x)dx = wi f(x1) +waf (x2). The unknowns are wy, wy, x1, and xp. We can
tfind them by demanding that the formula give exact results for integrating a general polynomial
of degree 3:

b b
/ f(x)dx = / (co+ c1x + cox? + c3x%)dx
a a

bz—(ZZ b3—a3 b4—a4
:CO(b_ﬂ)+C1( 5 >+C2< 3 >+63< 1 >

b
/ Fx)dx = wy f(x1) +waf(x2) = wi(co + c121 + cax? + c3%3) + wa(co + c1X2 + c2x3 + c313) .
a
(I1.4.12)

(I1.4.11)

We also have
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Table II.1: Types of Gaussian Quadrature

[a,b] W(x) Type of Gaussian Quadrature
[—1,1] 1 Gauss-Legendre
[-1,1]  (1—x*)~"Y2 Gauss-Chebychev
[0, 00) xfe ¥ Gauss-Laguerre
(—00,00) e Gauss-Hermite

Setting Egs. (I1.4.11) and (I1.4.12) equal gives

b? — a2 b —ad® b* — gt
co(b—a)+c1< 5 >+C2< 3 >—|—C3( 1 >,

2 2
= w1 (co + c1x1 + c2x7 + ng“;’) + wy(co + c1x2 + x5 + chg) ,

= co(w1 + wy) + c1(w1x1 + wrxa) + cz(w1x% + w2x§) + C3(ZU1X% + wox

Since the ¢; are arbitrary, we can now demand:

b3 —ad
(1) b—a=w +w (3) 3 = w1xT + W3,

b2 o uZ b4 _ a4
(2) 5 = Wi + woxp (4) i = wlxi’ + wzxg )

From this, we obtain
- b—a - b—a
1 — > ’ 2 — > 7
b

So, in the special case of the interval [—1,1]:
w1, = Wy = 1 , X1 = —

and

/_11f(x)dx oy (—\1@) +f <%> +O(R) |

Of course, for this to work f(x;) and f(x2) must be known.

I1.4.2.2 General Higher-Point Gaussian Quadrature Formulae

29

(I1.4.13)

(I1.4.14)

(I1.4.15)

(I1.4.16)

(11.4.17)

(I1.4.18)

(11.4.19)

(I1.4.20)

(I1.4.21)

General Gaussian quadrature formulae are usually given for special, fixed intervals. To make
practical use of them, the integral in question must be transformed. For the special case [—1,1],
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this works in the following way:

/ubf(x)dxz b;a/llf (b;ax+a—;b> Jx

In formal terms, this is an affine transformation that maps [a,b] — [—1,1] via

b—a a+b

t:2x+2

and a change of variables

30

(I1.4.22)

(I1.4.23)

(I1.4.24)

There is a number of different Gaussian quadrature formulae that are named after the polyno-
mials ¢(x) that they use. Table II.1 summarizes various types of Gaussian quadrature that work
over different intervals and have differing weight functions. The corresponding x; and w; are

tabulated and can be found, for example, in Abramowitz & Stegun.
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IL.5 Ordinary Differential Equations (Part I)

A system of first-order ordinary differential equations (ODEs) is a relationship between an un-
known (vectorial) function 7(X) and its derivative i/’ (¥). The general system of first-order ODEs
has the form

7'(x) = fZ §(%). (I.5.1)
To make life easier, we will drop the vector ~ notation in the following and just keep in mind that
the symbols are vectors if more than one equation is to be solved.
A solution to the differential equation (I1.5.1) is, obviously, any function y(x) that satisfies it.
There are two general classes of first-order ODE problems:
(a) Initial value problems: y(x;) is given at some starting point x;.

(b) Two-point boundary value problems: y is known at two ends (“boundaries”) of the domain
and these “boundary conditions” must be satisfied simultaneously.

I1.5.1 Reduction to First-Order ODE

Any ODE can be reduced to first-order form by introducing additional variables. Here is an ex-
ample:

y'(x) +g(x)y (x) =r(x) . (I1.5.2)

We reduce this ODE to first-order form by introducing a new function z(x) and solve for

M) ¥'(x) =z(x),
2) Z'(x) =r(x) —q(x)z(x) .

I1.5.2 ODEs and Errors

For studying the kinds of errors we have to deal with when working with ODEs, let us restrict
ourselves to initial value problems. All procedures to solve numerically such an ODE consist
of transforming a continuous differential equation into a discrete iteration procedure that starts
from the initial conditions and returns the values of the dependent variable y(x) at points x,, =
xo + m * h, where I is the discretization step size (which we have assumed to be constant here).

Two kinds of errors can arise in this procedure:

(a) Round-off error: Due to limited FP accuracy. The global round-off is the sum of the local FP
erTors.

(b) Truncation error.

Local: The error made in one step when we replace a continuous process (e.g. a derivative)
with a discrete one (e.g., a forward difference).

Global: If the local truncation error is O(h"*1), then the global truncation error must be
O(h"), since the number of steps used in evaluating the derivatives to reach an arbitrary

point x¢, having started at xo, is i ;xo
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I1.5.3 Euler’s Method

We want to solve v’ = f(x,y) with y(x9) = yo. We introduce a fixed stepsize h and we first obtain
an estimate of y(x) at x; = xg + h using Taylor’s theorem:

y(x1) = y(xo+h) = y(x0) + v (x0)h + O(h?),
= y(x0) + hf (xo0,y(x0)) + O(H?).

By analogy, we obtain that the value y,,+1 of the function at the point x,,.1 = xo + (n 4 1)h is given
by

(IL5.3)

Ynse1 = Y(Xns1) = Yu + hf (x0,y(xa)) + O(H?). (IL5.4)

This is called the forward Euler Method. It is obviously extremely simple, but rather inaccurate and
potentially unstable.

I1.5.3.1 Stability of Forward Euler
Forward Euler is an explicit method. This means that v, is given explicitly in terms of known
quantities v, and f(xy, yn).

Explicit methods are simple and efficient, but the drawback is that the step size must be small
for stability. Example:

y =-ay, with y(0)=1,a>0,y = % . (IL.5.5)

As we know, the exact solution to this problem is y®* = exp(—at), which is stable & smooth with
y*(0) =1 and y**(c0) = 0.
Now applying forward Euler:

Yni1=Yn—ahy, = (1—ah)y, 1 =---=(1—ah)"y, . (I.5.6)

This implies that in order to prevent any potential amplification of errors, we must require that
|1 — ah| < 1. In fact, we can decide between 3 cases:

i) 0<l—ah<1 : (1-ah)"! decays (good!).
(i) —-1<1—ah<0 : (1—ah)"*!oscillates (notso good!).
(iii) 1—ah < -1 (1 —ah)"! oscillates and diverges (bad!).

With this, we arrive at an overall stability criterion of 1 < 2/a. This means that forward Euler
is unstable overall, but conditionally stable if & < 2/a.

I1.5.4 Backward Euler

If we use
Yns1 = Yn +1f (X1, Yns1) (11.5.7)

we get what is called the backward Euler Method, and implicit method. Implicit, because y,,1 de-
pends on unknown quantities, i.e. on itself!
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For our toy problem of the previous section 11.5.3.1, we get with backward Euler

Yn1 = Yn + 1(—aYns1) ,
1 (IL5.8)

Yny1 = myn .

Since ha > 0, (1 — ha)~! < 1 and the solution decays. This means that backward Euler is

unconditinally stable for all h! But do not forget that the error could still be large; it will just not
wreck the scheme by leading to blow up.

I1.5.5 Predictor-Corrector Method

We can improve upon the forward Euler method in many ways. One way is to try

Xu, 4+ f(x,41,
Yni1 = yn+hL (n, Yn) f;( nilYns1) (IL5.9)
which will be a better estimate as it is using the “average slope” of y. However, we don’t know
Yn+1 yet.
We can get around this problem by using forward Euler to estimate y,,;1 and then use Eq. (11.5.9)
for a better estimate:

3/;(111)1 = Yn +hf(Xn,Yn) , (predictor)

P)

I ( (IL.5.10)
Ynt1 = Yn + 5 [f(xn,yn) +f(xn+1,yn+1)} . (corrector)

One can show that the error of the predictor-corrector method decreases locally with 13, but
globally with #%. One says it is second-order accurate as opposed to the Euler method, which is first-
order accurate. The predictor-corrector method is also considerably more stable than the Euler
method, but we spare the reader the proof.

I.5.6 Runge-Kutta Methods

The idea behind Runge-Kutta (RK) methos is to match the Taylor expansion of y(x) at x = x,, up
to the highest possible and convenient order.

As an example we shall consider derivation of a second order RK method (RK2). For

dy _

we have
Yn+1 = Yn +aky + bko , (IL.5.12)

with

kl = hf(xn/yn) ’
ky = h f(x, + ah,y, + Bk1) . (IL5.13)
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We now fix the four parameters a,b,a, B so that Eq. (I.5.12) agrees as well as possible with the
Taylor series expansion of ' = f(x,y):

hZ
Yn+1 = Yn + hy), + ?y;’ +O(H),
W2 d
2axt
1df,

dfn
= Yn +hfu+H <2dx + dj;fn> +0(1?), (IL5.14)

= Yn +hf(Xn,yn) + (xXn, yn) + O(h3) ,

where we have used f,, = f(x,, yn).
On the other hand, we have, using Eq. (I1.5.12),

Yn+1 = Yn + ahfy + bhf (x, + ah, y, + Bhfy) . (I.5.15)
Now we expand the last term of Eq. (I.5.15) in a Taylor series to first order in terms of (x,, ¥ ),
af af
Yn+1 = Yn + ahfn + bh fn + a(xn,yn)“h + @(xn/ yn),Bhfn P (11516)
and can now compare this with Eq. (I.5.12) to read off:
a+b=1 ocb—1 b—1 (I.5.17)
=1, =5 Bb = 5" 5.

So there are only 3 equations for 4 unknowns and we can assign an arbitrary value to on eof the
unknowns. Typical choices are:

a:ﬁ:%, a=0, b=1. (I1.5.18)
With this, we have for RK2:
ki =nhf(xn,yn), (I1.5.19)
ko = hf(x, + %h, Yn + %k1) , (I1.5.20)
Yni1 = Yn +ka + O(H3) . (I1.5.21)

Note that this method is locally O(/®), but globally only O(h?) (see §11.5.2). Also note that for
a=>b=1/2and a« = B = 1 we recover the predictor-corrector method!

IL.5.7 Other RK Integrators

I1.5.7.1 RK3

kl :hf(xn/yn)
h 1
ky = hf(xn + E/yn + Ekl) ’
k3 - hf(xn +h/yn _kl +2k2) ’

1
Yn1 = Yn + g(kl +4ky + k3) + O(h*) . (I1.5.22)
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I1.5.7.2 RK4

ki = hf(xu,Yn) , (I1.5.23)

h 1
k2 - hf(xn + E;]/n + Ekl) 7

h 1
ks = hf(xn + Ezyn + EkZ) ’
k4 = hf(xi’l +h/yi’l +k3) 7

1
Yl = Yn + g(kl + 2ky + 2k3 4+ ky) + O(K°) . (I1.5.24)

I1.5.7.3 Implementation Hint

When implementing RK integration, write a subroutine that evaluates

dy _

for a given x and y, since you will call it many times (with different arguments). f(x,y) in the
above equation is usually referred to as the right-hand side (RHS) of the ODE problem.

II.5.8 Runge-Kutta Methods with Adaptive Step Size

This section of the lecture notes has been contributed by Mark Scheel, scheel@tapir.caltech.edu.

The RK methods we have discussed thus far require choosing a fixed step size h. How should
one choose h? How does one know if one is making the right choice?

Better would be to choose an error tolerance and have I be chosen automatically to satisfy this
error tolerance. To do this, we need:

(a) A method for estimating error.

(b) A way to adjust the stepsize h, if the error is too large/small.

I1.5.8.1 Embedded Runge-Kutta Formulae

Embedded RK formulae provide an error estimator for (almost) free.

The simplest example (not used in practice) is the following:

kl = hf(xn/yn) ’
k2 = hf(-xn +h1y1’l +k1> s

1 1
Yn+1 = Yn + Ekl + Ekz —|—O(h3) , “2nd order global error”; predictor-corrector
Yne1 =Yn +ki +O(K*), “lstorder global error”; forward Euler  (I1.5.26)
So one formula gives two approximations to y,1: 2nd order (y,+1) and 1st order (y;_ ;). For

updating y, we would of course use y,, 1, but the error can be estimated by 0y, 11 = Y11 — V1 =

o).
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I1.5.8.2 Bogaki-Shampine Embedded Runge-Kutta
Bogaki and Shampine developed the following useful 2nd/3rd order embedded RK scheme.

ki =hf(xu,yn) ,
1 1
kZ = hf(xn + Eh/yn + 7k1) s

2
3 3
k3 = hf(xn + ih/yn + 1k2) s
2 1 4 (I1.5.27)
Y1 = Yn+ gki+ 3k + ks + O(h*)
ky = hf(xn + h/yn—H)
. 7 1 1 1
Yng1 = Yn + ﬁkl + Ekz + §k3 + gk4 + O(l’la) .
The error is then again
OYni1 = Yns1 — Yyt - (I1.5.28)

Note that k4 of step n is the same as k; of step n 4 1. So k1 does not need to be recomputed on
step n + 1; simply save k4 and re-use it on the next step. This trick is called FSAL, “first same as
last.”

There exist embedded Runge-Kutta formulae for other orders, e.g. 4th/5th, 7th/8th, etc. For-
mulae for given orders are, however, not unique. They are derived, for a given order, say 2nd /3rd,
by (1) trying to match stability regions of the 2nd and 3rd order formulae and (2 choosing coeffi-
cients so that leading-order error terms are dominant in the error estimate. This is a complicated
business and we strongly recommend that you use well-studied embedded formulae rather than
trying to derive new ones yourself.

I1.5.8.3 Adjusting the Step Size K

Now we have an error estimate 6y,11 = Y11 — Y, - Our goal must now be to keep the error
small: |6y, 11| < e by adjusting h.

Usually, one sets

€= €q +|Yn+1] €r . (I1.5.29)
~— ~—
absolute error relative error
tolerance tolerance
Now define 5
A= WZ“' ) (I1.5.30)

and we want A = 1.

Note that for a p-th-order formula, A ~ O(h?). So if you took a step h and got a value A, then
the step Ngesired YOU Need to get Agesired 1S

1
Adesired r

hgesired = h ‘ A ’ (I1.5.31)

and Adesirecl =1

The algorithm to adjust /1 can be written as follows:
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(a) Take step h, measure A.

(b) If A > 1 (error too large), then
1
- set hpew = h }%‘ 7S, where S is a fudge factor (~0.9 or so).
- reject the old step, redo with Fpew.
(c) If A < 1 (error too small), then

1
-set hpew = h }% PS.
- accept old step, take next step with lineyw.

I1.5.8.4 Other Considerations for improving RK Methods

PI Control

In control systems language, hnew = h ‘%]UP S is an “integral controller” for logh. One can
improve the stability of the controller by adding a “proportional” term. The resulting algorithm

is then hy, 1 = ShnA;“Aﬁ_l, with a ~ % — %[3 and B ~ %,
Dense Output

Some RK formulae allow free accurate interpolation to get values of y at arbitrary x within a
single step by using the k; values that have been computed, i.e.,

y(xn 4 6h) =y, + b1 (0)ky + b2 (O)ko + - - -, (IL.5.32)

where 0 < 6 < 1.

With this feature, one can (for example) output at every Ax = 0.2 while still allowing fully
adaptive i, including h > 0.2, if the error tolerance allows.
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I.6 Root Finding

In a broad range of applications one encounters situations in which it is necessary to find the roots
of an equation, i.e., the values of x (x could be a scalar or a vector) for which f(x) = 0 (where f
could be a single equation or a system of equations). f can either directly depend on x (explicitly)
or have and implicit dependence on x.

There are a variety of ways to find the roots of an equation.

I1.6.1 Newton’s Method

Newton’s Method is also referred to as the “Newton-Raphson Method”. If we expand a function
f(x) about its root x,, we get:

flx) = f(x)+ (x, —x)f'(x) + O(x*) = 0. (11.6.1)

In this, x, can be seen a trial value for the root x, at the n-th step of an iterative procedure. The
n + 1-th step is then

f(xns1) = fxn) + (xps1 — xn) f/(xn) =0, (I1.6.2)
T/
X
and, thus,
Xyt = Xy + 6 = 2y — L) (I1.6.3)

f'(xn)
The iteration is stopped when f(x,11) = 0 (which rarely happens, because we are dealing with
floating point numbers) or when the fractional change between iteration n and n + 1 is smaller
than some small number: |[f(x,+1) — f(xn)]/ fx,| < €. One should not expect € to be smaller than
floating point accuracy.

Newton’s Method as quadratic convergence, provided f(x) is well behaved and that one has a
good initial guess for the root. It also requires the ability to evaluate the derivative f’(x,) directly.
If this is not possible, one resorts to the Secant Method.

I1.6.2 Secant Method

The Secant Method is just like Newton’s method, but this time, we have to evaluate the first
derivative f’(x,) numerically. This is usually done with a backward difference:

Xu1 = X — f(xn)m . (IL6.4)

Of course, this method will converge less rapidly than Newton’s method, because we have intro-
duced a first-order derivative. Also, we need now two points to start the iteration (or some other
guess at f'(x,) at n = 0). Like Newton’s method, the secant method may fail for misbehaved
functions and a good initial guess at the root helps a lot in finding it.

I1.6.3 Bisection

The intermediate-value theorem states that a continuous function f(x) has at least one root in the
interval [a, b] if f(a) and f (D) are of opposite sign (this seems self-evident, but mathematicians like
to have theorems and proofs for such things).
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The bisection method — which is really more of an algorithm than anything — exploits the
intermediate-value theorem. It goes as follows:

(i) Pick initial values of a and b so that f(a) and f(b) have opposite sign.

(i) Compute the midpoint ¢ = 2. If f(c) = 0 or |[f(c) — f(a)]/f(a)] < € or |[f(c) —
f()]/f(b)| < €, then one is done.
If not:
(1) If f(a) and f(c) have opposite sign, then they bracket a root. Go to (i) witha =a, b = c.
(2) If f(c) and f(b) have opposite sign, then they bracket a root. Got to (i) with a = ¢,
b=0b.

The bisection method is very effective, more robust, but generally not as fast as Newton’s
Method, requiring more iterations until a root is found.

I1.6.4 Multi-Variate Root Finding

It is often the case that one needs to simultaneously find the roots of multiple equations with
multiple independent variables.

f(x) is a multi-variate vector function and we are looking for f(x) = 0. Analogously to the
scalar case, we write the multi-variate Newton’s/Secant Method,

f(xp41) = £(xn) + V@ £(xp) (Xp+1 —Xn) =0, (IL6.5)
and
X1 = Xn — [V @ £(x,)]  £(x) (1L.6.6)
Here,

J=Vef(x), (11.6.7)

is the Jacobian matrix. In index notation, it is given by

ofi

Jij = o, (IL.6.8)

There are also multi-variate variants of the bisection method, but they are rather complex and
we will not discuss them here.
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I.7 Linear Systems of Equations

Linear systems of equations (LSEs) are everywhere:

e Interpolation (e.g., for the computation of the spline coefficients).
e ODEs (implicit time integration).
e Solution methods for elliptic PDEs.

e Solution methods for non-linear equations by linearization and Newton iterations.

Example applications in astrophysics are plenty: Stellar structure and evolution, Poisson solvers,
radiation transport and radiation-matter coupling, nuclear reaction networks. One encounters
LSEs basically anywhere where implicit solutions are necessary, because balance/equilibrium
must be found.

I1.7.1 Basics

A system of linear equations can be written in matrix form:

Ax=b . (I1.7.1)

Here, A is a real n X n matrix with coefficients 4;;. b is a given real vector. x is the vector of n
unknowns.

In the following, we will use I to indicate the identity matrix and O to indicate the zero matrix.
A quick flash-back from Linear Algrebra:

A LSE of the form of Eq. I.7.1 has a unique solution if and only if det A = |A| # 0 and b # 0.
The solution then is
x=Ab (11.7.2)

where A~! is the inverse of A with AA™! = A~!A = 1. For the case of det A = 0, the equations
either have no solution (i.e., they form an inconsistent set of equations) or an infinite number of
solutions (i.e, they are an undetermined set of equations).

I1.7.2 Matrix Inversion — The Really Hard Way of Solving an LSE

The inverse of a matrix A is given by
1 1 .
A7 = — adjA . (I1.7.3)
| ’ SN~~~
adjugate
the adjugate of A is the transpose of A’s cofactor matrix C:
adjA = CT . (I1.7.4)

So the problem boils down to finding C and det A. How to do this, you learned in your Linear
Algebra class, but here is a quick reminder:
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I1.7.2.1 Finding det A for an n x n Matrix

If the n x n matrix A is triangular, that is

or

aipy o n
A= an upper triangular matrix, (I.7.5)

0 ann

an 0

A= A lower triangular matrix, (IL.7.6)

an1 Ann

then computing the determinant is trivial:
n

detA = Haii . (IL.7.7)

i=1
If A is not triangular, one resorts either to Laplace’s Formula or to the Leibniz Formula.

Laplace’s Formula:

n
detA =) ajic; (IL7.8)
j=1

for any row i. ¢;; are the coefficients of the cofactor matrix of A (see §11.7.2.2).

Leibniz Formula:

where:

and

n

detA =) signo [[ai, (11.7.9)
=1

oeS, =

is a permuatation of the set {1,2,--- ,n},
is the complete set of possible permutations, namely
a symmetric group on n elements,

signo — { +1 if ¢ is an even permutation, (I1.7.10)

—1 if ¢ is an odd permutation.

Here, even means that ¢ can be obtained with by an even number of replacements and odd
means that ¢ can be obtained by an odd number of replacements.

Here is an example for n = 3:

o Result #ofreplacements signo

1

N U1 = W N

123 0 +1
231 2 +1
312 2 +1  Note that there are n! possible permutations!
213 1 -1
132 1 -1
321 1 -1
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I1.7.2.2 The Cofactor Matrix of an n x n Matrix

cij = (—=1)"my , (I1.7.11)
where m;; is the minor for the coefficient a;; of our n x n matrix A.

Finding the minors m;; of A is a multi-step process that is best implemented in a recursive
algorithm:

To find the minors m;; of A,

(1) choose an entry a;; of A,

(2) create a submatrix B that contains all coefficients of A that do not belong to row i and column
J

(3) obtain the determinant of B.
This is trivial, if B is 2 x 2, easy if itis 3 x 3. If B is larger than 3 x 3, then use

n
detB = Z bijcg-
j=1

for any convenient i of B. cg = (=1)t mg. is determined by recursion through (1).

I1.7.3 Cramer’s Rule
Cramer’s Rule is a smarter way to solve LSEs of the kind
Ax=b. (IL.7.12)

Provided A is invertible (i.e., has non-zero det A), the solution to Eq. I1.7.12 is then

Yo — detAl-
" detA’

(1L.7.13)

where A; is the matrix formed from A by replacing its i-th column by the column vector b.

Cramer’s rule is more efficient that matrix inversion. The latter scales in complexity with n!
(where n is the number of rows/columns of A), while Cramer’s rule has been shown to scale with
13, so is more efficient for large matrixes and has comparable efficiency to direct methods such as
Gauss Elimination, which we will discuss in §I1.7.4.1.

I1.7.4 Direct LSE Solvers

There are two main classes of sensible algorithms to solve LSEs. Direct methods consist of a finite
set of transformations of the original coefficient matrix that reduce the LSE to one that is easily
solved. Indirect methods (also called iterative methods) consist of algorithms that specify a series of
steps that lead closer and closer to the solution without, however, ever exactly reaching it.
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I1.7.4.1 Gauss Elimination

The idea behind Gauss elimination — and all other direct methods — is to bring a LSE into a form
that has an easy solution. Let us consider the following;:

aip A4 a3 X1 by
Ax = 0 azp a3 Xy | = bz . (11714)
0 0 ass X3 b3

This LSE is solved trivially by simple back-substitution:

b 1 1
= xp = —(by —axsx3) , and x = E(bl — A1Xy — A13X3) - (I1.7.15)

X3 = ’
as3 ax

The Gauss algorithm consists of a series of steps to bring any n X n matrix into the above upper
triangular form. It goes as follows:

(1) Sort the rows of A so that the diagonal coefficient a;; (called the pivot) of row i (for all i) is
non-zero. If this is not possible, the LSE cannot be solved.

(2) Replace the j-th equation with
- Zi X (1-st equation) + (j-th equation) , (IL7.16)
1

where j runs from 2 to n. This will zero-out column 1 for i > 1.

(3) Repeat the previous step, but starting with the next row down and with j > (current row
number). The current row be row k. Then we must replace rows j, j > k, with

a .
- aik X (k-th equation) + (j-th equation) , (IL7.17)
kk

where k < j < n.
(4) Repeat (3) until all rows have been reduced and the matrix is in upper triangular form.
(5) Back-substitute to find x.
While the Gauss Elimination algorithm is straightforward, it is not very computationally effi-

cient, since it requires O(n®) operations for 1 equations. This can also lead to build-up of floating
point errors.

I1.7.4.2 Pivoting

Gauss Elimination suffers from poor accuracy if the matrix coefficients are of very different sizes.
Here is an example:

1075X1+ x =1

(I1.7.18)
x1+ xp=2.
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Using Gauss Elimination, the exact solution is:

10°

17 99999 ~ * -

X2

_ —99998
T 99999
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(11.7.19)

If, however, we solve the problem using floating point numbers, the result may be quite dif-

ferent. Let’s say m = 4,

0.1000 x 10~ 0.1000 x 10! | 0.1000 x 10* (117.20)
0.1000 x 10! 0.1000 x 10! | 0.2000 x 10* | ’ o
becomes
0.1000 x 10~*  0.1000 x 10* 0.1000 x 101 (1L721)
0.0000 x 10°  —0.1000 x 10° | —0.1000 x 10 /} ~ o
and, thus,
x1=1 x=0, (I1.7.22)

which is an incorrect result.

The above is an example of what is called poor scaling. Whenever the coefficients of an LSE
are of greatly varying sizes, we must expect that rounding errors may build up due to loss of

significant figures.

Poor scaling can be fixed by the following simple procedure:

At each of the intermediate Gauss steps, compare the size of the pivot ay with all aj, k < j <n,

and exchange row k with the row of the largest a.

This simple procedure minimized the floating point error in Gaussian elimination. It is called
partial pivoting. Here is the example from above, but this time with pivoting;:

0.1000 x 10! 0.1000 x 10! | 0.2000 x 10* (117.23)
0.1000 x 10~% 0.1000 x 10! | 0.1000 x 10! o
which becomes
0.1000 x 10! 0.1000 x 10! | 0.2000 x 10! (117.24)
0.0000 x 10°  0.1000 x 10! | 0.1000 x 10* | ’ o
and
=1 x=1, (I1.7.25)

which is an almost fully correct result.

Essentially, pivoting modifies the replacement of row j with row j — e row kso that 0 < e < 1

is as small as possible.

Total pivoting exists as well and exchanges also columns so that the largest element in the matrix
becomes the pivot. This is very time consuming and we do not discuss it here.

I1.7.4.3 Decomposition Methods (LU Decomposition)

The idea behind decomposition methods is to split a given LSE into smaller, considerably easier
to solve parts. The simplest such method is the Lower-Upper (LU) decomposition.
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Given Ax = b, suppose we can write the matrix A as
A=LU, (I1.7.26)

where L is lower triangular and U is upper triangular. The solution of the LSE than becomes
straightforward:
Ax=b — (LU)x=b — L(Ux) =b . (I1.7.27)

If we now set y = Ux, then we have transformed the original system into two systems

1) Ly—=b,
EZ; U};:y. (IL7.28)

Both these LSEs are triangular. (1) can be trivially solved by forward-substitution and (2) can
be trivially solved by back-substitution. So we have now to solve two LSEs instead of one, but
both are very easy to solve! The difficult part is now to find the L and U parts of A! This is done
via matrix factorization.

I1.7.4.4 Factorization of a Matrix

The process of decomposing A into L and U parts is called factorization. Any matrix A that can be
brought into U form without swapping any rows has a LU decomposition. This decomposition is
not generally unique and there are multiple ways of factorizing A.

A is an n X n matrix with n? coefficients. L and U are triangular and have n(n + 1)/2 entries
each for a total of n% + n entries. Hence, L and U together have n coefficients more than A and
these can be chosen to our own liking.

To derive the LU factorization, we begin by writing out A = LU in coefficients:
min(i,j)

n
aij =Y listisj = listts; (IL.7.29)
s=1

s=1

where we have used that [;; = 0 for s > i and us;; = 0 fors > j.
Let’s start with entry a;; = a11:
ay1 =l - (I1.7.30)
We can now make use of the freedom of choosing n coefficients of L and U.

In Doolittle’s factorization, one sets l;; = 1, which makes L unit triangular. In Crout’s factorization,
one sets u;; = 1, which means that U is unit triangular.

Following Doolittle, we set I;; = 1 and, with this, 137 = a1;. We can now compute all the
elements of the first row of U and of the first column of L by settingi =1orj =1,

Ujj = ay;j i:1,j>1,
[, = 4L j=1i>1. (IL.7.31)
Ui

Consider now as;:
ax = Iy + Inur?2 . (I1.7.32)
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With Doolittle, lo» = 1, thus u» = ax» — lr1u1, where ujp and I; are known from the previous
steps. The second row of U and the second column of L are now calculated by setting either i = 2
orj=2:

Upj = a2j — 121u1j 1= Z,j >2,
1.
Iy = % j=2,i>2. (I.7.33)

This procedure can be repeated for all the rows and columns of U and L. In the following, we
provide a compact form of the algorithm in pseudocode.

Fork=1,2,--- ,ndo

e Choose either [j; (Doolittle) or uy (Crout) [the choice must be non-zero] and compute the

other from
k-1

lkkukk = A — Z lksusk . (11734)
s=1
e Build the k-th row of U:
Forj=k+1,---,ndo:

Tk

1 k-1
Mk]' = ak]- - Z lksusj . (11735)
s=1

e Build the k-th column of L:

Fori=k+1,---,ndo:
Ukk

1 k—1
Zik = — | aix — Z lisusk . (11736)
s=1

The LU decomposition algorithm has a complexity of O(n®), but the constant in front is smaller
than with pure Gaussian Elimination.

I1.7.4.5 Tri-Diagonal Systems

Consider the following 4 x 4 LSE:

by ¢7 0 O X1 fl
by 0w ol (I.7.37)
0 an b3 C3 X3 f3
0 0 as b4 X4 f4

Tri-diagonal LSEs like the above give rise to particularly simple results when using Gaussian
elimination. Forward elimination at each step yeilds:

1 (o8] /dl 0 0 X1 1
0 1 a/d 0 21| (IL.7.38)
0 0 1 C3 /d3 X3 y3
0 0 0 1 X4 Yq
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with

d = by, o= fi/dy,

dy = by—ajc1/dy, 2 = (fo—wia1)/da, (I1.7.39)

d3 = by —axcr/dy, ys = (fz—yoa2)/ds,

dy = by—azc3/ds, va = (fa—ysa3)/ds.

Back-substitution than gives

X1 = Y1 —xc1/dp,
Y2 = Y2 Xae/ds, (I1.7.40)
X3 = Y3— Xx4C3/d3,
X4 = y4 .

In the general n x n case, the procedure is as follows:

e Forward Elimination:

(1) At the first step: dq = by and y1 = f1/d1.

(2) At the k-th step:
dg = by — ax—1cx—1/di—1 ,
Ve = (fi — Yk—1ax—1) /d -

e Backward Substitution: Determine all x; by

Xn =Yn,

Xk—1 = Yk—1 — XkCk—1/dk—1 -

The complexity of this algorithm is still O(n?), but the constant in front is much smaller than
that of LU decomposition for this kind of matrix.

I1.7.5 Iterative Solvers

Direct methods for the solution of LSEs generally have a computational complexity of O(n?) and
also suffer from round-off errors due to the many operations necessary for a direct solutio. If
one is satisfied with an approximate solution, one can resort to iterative methods that start from
some initial “guess” x(©) and define a sequence of approximations xD, ., x" which, in principle,
converge to the exact solution.

A large class of iterative methods can be defined as follows:

Given
Ax=b, with detA £ 0, (IL.7.41)

then the coefficient matrix can be split — in an infinite number of ways — into the form
A=N-P, (I1.7.42)
where N and P are matrices of the same order as A. The LSE is then written as

Nx=Px+b. (1L.7.43)
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Starting from some vector x(?), we define a sequence of vectors {x(!)} by the recursion

Nx(® = px(-1) 4 p |, i=1,2---. (I1.7.44)

The various iteration methods available in the literature are characterized by their choices of
N and P. Right away, one notes from Eq. I1.7.44 that N must be chosen such that det N # 0. It
should also be chosen such that the LSE of the form Ny = z that must be solved at each iteration
step is easily solved by a direct method.

It is possible to show the following (we will not show proofs):

(1) An iterative method converges if and only if the convergence matrix M = N~!P exists and
has all eigenvalues A; with modulus less than 1:

p(M) =max A <1. (I1.7.45)
1
(2) A weaker, but more straightforwardly useful statement is that the method converges if at
least one norm of the convergence matrix is strictly less than one:
IM]| <1. (IL.7.46)

Note, however, that the reverse is not true. That is a method may converge, but some of the
norms may be equal or larger than 1. In the above, we have used the matrix norm, which is
defined analogously to the vector norm,

1/p
[IxI1p = [Zx]”] , p>0. (1L.7.47)
]
The matrix norm is then
[[All, = max [[Ax]], . (11.7.48)
[1x|]p=1

In the following, we will assume that all diagonal elements of A are 1. This is easily achieved
by dividing each row by its diagonal element. If a row happens to have a zero diagonal elment,
we just have to re-order the rows.

I.7.5.1 Jacobi Iteration
A (with a;; = 1) is split into diagonal and off-diagonal parts

A=1—(AL+Ay), (I1.7.49)

so N = Iand P = (Ar + Ay) is the sum of upper and lower triangular matrices with diagonal 0.
The iteration scheme is then ' ‘
XD = b+ (A + A)xD (IL.7.50)

and the convergence matrix is simply M = N~!P = P.
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I1.7.5.2 Gauss-Seidel Iteration

In Jacobi’s method, the old guess is used to estimate all the elements of the new guess. In Gauss-
Seidel iteration, each new iterate is used as soon as it becomes available:

AZI—(AL+Au),

K b 1 A 4 Al (1750

Hence, N =1— A and P = Ay. As before, A; and Ay are the lower and upper diagonal parts of
A with diagonal elements set to zero. If we start computing the elements of x('*1) from the first,
i.e., from xi™, then all the terms on the RHS are known by the time the are used. Specifically, we
have , '
AV = b+ Y D+ Y ah Y (1.7.52)
I>j I<j
u

where we denote the coefficients of Ay and Ay asa ;i and a].li, respectively.

I1.7.5.3 Successive Over-Relaxation (SOR) Method

One can interpret Gauss-Seidel iteration as a method that applies at each guess x() a correction
term c. We can rewrite this scheme as

x(i+1) — b T ALx(i+1) + Aux(i) ,
= x4 [b + ApxUD 4 (Ay — I)x(i)} ,

~"~
C

(1L.7.53)

:x(i)—i—c.

The idea of SOR is now that the convergence of the method can be pushed by using a slightly
larger correction factor ¢’ = we with w 2 1. Since this can also accelerate divergence, w is chosen
to be close to 1.

I1.7.6 Aside on Determinants and Inverses

Now that we have studied how to solve LSEs, it is much easier to find determinants and inverses
of matrices!

Determinant

The determinant of a well-behaved matrix is easily found via LU decomposition.

A=1LU,
(1L.7.54)
det A = detLdetU .
Since both L and U triangular, we have
n n
detL = Hlii and detU = H Uj; (I1.7.55)

i=1 i=1
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Furthermore, in Doolite factorization det L = 1 and in Crout factorization det U = 1. Note that if
pivoting was used, then the sign of det A depends on the number of even and odd permutations
that were carried out.

Inverse

We can solve for A1,

AAT =T, (I1.7.56)

by solving n systems of n linear equations. Let ¢; be the i-th unit vector (only its i-th component
is non-zero), then we have to solve
Ac; = e; (IL7.57)

fori =1,---,n. cjis the i-th column of the inverse A~!.

This method is faster than normal inversion the requries the evaluation of n + 1 determinants
in Cramer’s rule.
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II.8 Ordinary Differential Equations: Boundary Value Problems

As mentioned already at the beginning of §I1.5, a boundary value problem (BVP) consists of find-
ing a solution of an ODE in an interval [a,b] that satisfies constraints at both ends (boundary
conditions).

A typical example of a BVP is

v = f(x,yy), ya)=A, y(b)=B, and x € [a,b] . (IL8.1)

II.8.1 Shooting Method

The shooting method is a very frequently used approach to BVPs. The idea behind it is to reduce
a BVP to an initial value problem by making an educated guess on unknown inner boundary
conditions and then iterating until a modified guessed inner boundary condition leads to the
correct known outer boundary value.

In the example given in Eq. I1.8.1, the value of y/(a) is not known, but is needed for the prob-
lem’s solution. We can make a guess y'(a) = z and then we know f(a,y(a),y’(a)), can reduce the
second-order problem to two first-order problems and just integrate the two ODEs out to b. Since
we have chosen z, we have now solved y = y(x, z), but our goal is to find y such that y(b,z) = B.

In other words, we can define a new function
®(z) =y(b,z) — B (I1.8.2)

and search for a z so that ®(z) = 0. Hence, we are looking for the root of ®(z)! For this we can
use what was discussed in §I1.6.

The full shooting algorithm for y’ = f(x,y,y’) goes than as follows:

(1) Guess a starting value zo = y'(a), set the iteration counter i = 0.
(2) Compute y = y(x, z;) by integrating the IVP.

(3) Compute ®(z;) = y(b,z;) — B. If z; does not give a sufficiently accurate solution of the full
problem, increment i to i + 1 and find a value for z; 1 using a root finder on ®(z;) = 0. Then
go back to (2).

Note that one typically ends up with the secant method, since the derivative of ®(z) is not

known in the general case and one is stuck with having to numerically compute it. For this, at
least two guesses for z are needed.

I1.8.2 Finite-Difference Method

BVPs of the kind given by Eq. (I1.8.1) can be solved by Taylor expanding the ODE itself to linear
order (assuming there are no non-linearities in y and y’):

y' =g(x) —p(x)y —qx)y, (I1.8.3)

where g¢(x), p(x), and g(x) are functions of x only and the sign convention is arbitrary.
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We can now discretize ' and y” on an evenly spaced grid with step size &,

y(xiy1) —y(xi1)

/
Y (xi) = :
o (I1.8.4)
v () = I ]212—1 i,
where x; =a+ih,i=0,--- ,n+1l,andh = (b—a)/(n+1).
The discrete version of Eq. (I1.8.3) is then a system of n + 2 linear algebraic equations,
Vo=4,
h 2 h 2
Yier (1= 5pi) = yi(2 = 17q)) +yin (L + 5pi) = b, (I1.8.5)
Ynt1 =B,

where p; = p(x;), g = g(x;), and g; = g(x;). One ends up with a tri-diagonal matrix of dimension
nxn:

24+ hq 1+1
Trm +.2p1 .0 0 n W1 — A(l—45p)
0 '.' '.. '.. O N .
0 0 _
0 . .
0 . . 1_’_%;7”71 - hzgnfl
2 h
0 0 -+ 0 1-lp, —2+n2%q,) \yn gn = B(1+ 3pn)
(IL8.6)

This system can be solved in a straightforward fashion using the methods discussed in §I1.7.
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I1.9 Partial Differential Equations

One can fill an entire term just talking about formal aspects of partial differential equations (PDEs).
Here we just provide a quick and dirty introduction to PDEs in order to familiarize you with the
basics and with key terminology. There are multiple specialized PDE classes offered in Caltech’s
applied math department (this is probably true for any applied math department in the world)
and we encourage you to attend them should you be interested to learn about the details of PDEs.

Preliminaries and Definitions

e A PDE is a relation between the partial derivatives of an unknown function and the inde-
pendent variables.

e The order of the highest derivative sets the order of the PDE. If the highest derivative is a
second derivative, we are dealing with a second-order PDE.

e A PDEis linear if it is of the first degree in the dependent variable (i.e. the unknown function)
and in its partial derivatives.

e If each term of a PDE contains either the dependent variable or one of its partial derivatives,
the PDE is called homogeneous. Otherwithe it is non-homogeneous.

I1.9.1 Types of PDEs

There are three general types of PDEs: hyperbolic PDEs, parabolic PDEs, and elliptic PDEs. Not all
PDEs fall into one of these three types, but many PDEs used in practice do. These classes of PDEs
model different sorts of phenomena, display different behavior, and require different numerical
techniques for their solution.

It is not always straighforward to see (to show and proof) what type of PDE a given PDE one
is dealing with is.

For the special case of linear second-order differential equations for an unknown function u in
two independent variables x and y of the form

102, u + baiyu + caiyu +doyu +edyu+ fu=g, (I1.9.1)
can be straightforwardly categorized based on the discriminant,

<0 — elliptic,
¥ —4ac{ =0 — parabolic, (I1.9.2)
>0 — hyperbolic,

and the names come from analogy with conic sections in the theory of ellipses.

I1.9.1.1 Hyperbolic PDEs

Hyperbolic equations in physics and astrophysics describe dynamical processes and systems that
generally start at some initial time {y = 0 with some initial conditions. The equations are then
integrated in time.
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The prototypical linear second-order hyperbolic equation is the homogeneous wave equation,
22u—04u =0, (11.9.3)

where c is the wave speed.

Another important class of hyperbolic equations are the first-order hyperbolic systems. In one
space dimension and assuming a linear problem, such a PDE system has the form

Qi+ Adyu =0, (11.9.4)

where u(x, t) is the state vector with s components and A is a s X s matrix. The problem is called
hyperbolic if A has only real eigenvalues and is diagonizable, i.e., has a complet set of linearly
independent eigenvectors so that one can construct a matrix

A=Q'AQ, (11.9.5)

where A is diagonal and has real numbers on its diagonal. A key example of such an equation is
the linear advection equation:

oiu +vd,u =0, (I1.9.6)
which is first order, linear, and homogeneous.

More complicated and non-linear first-order systems can still be written in the form of Eq. 11.9.4).
Consider
oiu + 0xF(u) =0, (IL9.7)
where F(u) is the flux and may or may not be non-linear in u. We can re-write this PDE in quasi-

linear form, by introducing the Jacobian

_OF
A==, (I19.8)

and writing

o+ Adyu =0 . (I1.9.9)
This PDE is hyperbolic if A has real eigenvalues and is diagonizable. The equations of hydrodynamics
are a key example of a non-linear, first-order hyperbolic PDE system.
Initial Conditions for Hyperbolic Problems

One must specify u(x,t = 0) (at all x) and (order-1) time derivatives.

Boundary Conditions for Hyperbolic Problems

One must specify either von Neumann, Dirichlet, or a mixture of von Neumann and Dirichlet
boundary conditions:

(1) Dirichlet Boundary Conditions.
Let 0 be the inner and L be the outer boundary of the domain.

u(x =0,t) = d(t) ,

u(x = Lt) = Do(t) . (11.9.10)
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(2) von Neumann Boundary Conditions.
Let 0 be the inner and L be the outer boundary of the domain.

oxu(x =0,t) =¥(t),
oxu(x =L, t) =¥(t) .

Note that in a multi-D problem 0, turns into the derivative in the direction of the normal to
the boundary.

(11.9.11)

I1.9.1.2 Parabolic PDEs

Parabolic PDEs describe processes that are slowly changing, such as the slow diffusion of heat in
a medium, sediments in ground water, and radiation in an opaque medium. Parabolic PDEs are
second order and have generally the shape

o — kdZu = f . (11.9.12)

Initial Conditions for Parabolic Problems

One must specify u(x,t = 0) at all x.

Boundary Conditions for Parabolic Problems

Dirichlet or von Neumann or mixed boundary conditions. If the boundary conditions are inde-
pendent of time, the system will evolve towards a steady state (d;u = 0). In this case, one may set
oqu = 0 for all times and treat Eq. (11.9.12) as an elliptic equation.

I1.9.1.3 Elliptic PDEs

Elliptic equations describe systems that are static, in steady state and/or in equilibrium. There is
no time dependence. A typical elliptic equation is the Poisson equation:

Viu=f, (11.9.13)

which one encounters in Newtonian gravity and in electrodynamics. V? is the Laplace operator,
and f is a given scalar function of position. Elliptic problems may be linear (f does not depend on
u or its derivatives) or non-linear (f depends on u or its derivatives).

Initial Conditions for Elliptic Problems

Do not apply, since there is no time dependence.

Boundary Conditions for Elliptic Problems

Dirichlet or von Neumann boundary conditions.

I1.9.2 Numerical Methods for PDEs: A Very Rough Overview

There is no such thing as a general robust method for the solution of generic PDEs. Each type (and
each sub-type) of PDE requires a different approach. Real-life PDEs may be of mixed type or may
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have special properties that require knowledge about the underlying physics for their successful
solution.

There are three general classes of approaches to solving PDEs:

(1) Finite Difference Methods.
The differential operators are approximated using their finite-difference representation on a
given grid. A sub-class of finite-difference methods, so-called finite-volume methods, can be
used for PDEs arising from conservation laws (e.g., the hydrodynamics equations).

Finite difference/volume methods have polynomial convergence for smooth functions.

(2) Finite Element Methods.
The domain is divided into cells (“elements”). The solution is represented as a single function
(e.g., a polynomial) on each cell and the PDE is transformed to an algebraic problem for the
matching conditions of the simple functions at cell interfaces.

Finite element methods can have polynomial or exponential convergence for smooth func-
tions.

(3) Spectral Methods.
The solution is represented by a linear combination of known functions (e.g. trigonometric
functions or special polynomials). The PDE is transformed to a set of algebraic equations
(or ODEs) for the amplitudes of the component functions. A sub-class of these methods
are the collocation methods. In them, the solution is represented on a grid and the spectral
decomposition of the solution in known functions is used to estimate to a high degree of
accuracy the partial derivatives of the solution on the grid points.

Spectral methods have exponential convergence for smooth functions.

I1.9.3 The Linear Advection Equation, Solution Methods, and Stability

We have already seen when talking about ODEs in §II.5 that accuracy is not the only consideration
when devising a numerical scheme. Stability should not be neglected and it is one of the key
considerations when it comes to hyperbolic and parabolic PDEs.

Analyzing a general discretization scheme for a general PDE for stability can be a tricky and
involved task. For linear PDEs, however, we can use the rather straightforward stability analy-
sis proposed by von Neumann. von Neumann stability analysis can also be applied to non-linear
problems if the non-linearity is weak.

The idea is that the complete solution of a PDE can be decomposed into a linear combination of
eigenmodes ¢** (where k is a spatial wave number). Each of these eigenmodes must individually
be a solution of the PDE, so

u(x, t) = yetx (IL.9.14)

where v = (k) is the complex amplitude of mode k.

Assuming that we can write the evolution of the discretized solution from time 7 to time n + 1
as a (quasi)-linear operation,

u™Y = D(At, Ax)ul" (I1.9.15)
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then we can apply this to the case u" = ¢** (we have set y = 1 for convenience):

u(n+1) — Deikxj ,
j ‘ (11.9.16)
— (;:elkxj

where ¢ is a complex number and ¢/**i has been factored out (which is always possible). & is called
the amplification factor, since the evolution of a single eigenmode from time 0 to time n + 1 leads to
a product [T} & = &". Obviously, this will only be stable if |¢] < 1.

Let us now study the linear advection equation,

ou ou

5 T3, =0. (11.9.17)

This is the simplest example of a hyperbolic equation and its exact solution is simply given by
u(x,t) =u(t=0,x—ot), (I1.9.18)
hence, the advection equation does (as one might expect) just translate the given data along the

x-axis with constant advection velocity v.

I1.9.3.1 First-order in Time, Centered in Space (FTCS) Discretization

There are many ways in which we could discretize Eq. (I1.9.18). We could try a first-order in time,
centered (second-order) in space (FTCS) method, for example:

(1) _ () OAE )y ()
u ™ = = 2 (= u) (I1.9.19)

We may now introduce u(x, t") = e** into the above equation,

u(”+1) — pikAxj _ vAt < plkAx(j+1) _ ZkAx(j*l))
2Ax '
_ < vAt pikBx eikAx>> ik ,
2Ax (I1.9.20)
— < — —zsm kAx)) ekt
=g

and

2
&l = VEE = \/1 + (UAA; sin(kAx)) >1. (IL9.21)

Hence, the FTCS method is unconditionally unstable for the advection equation!

I1.9.3.2 Upwind Method

The spatially second-order FTCS method is unconditionally unstable. We could go a step back
and see if a first-order in space, first-order in time method could be stable. If we discretize by
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expansion of the spatial derivative to first order, we get two possiblities:

0 1
a—u N (uj —uj_1) upwind finite difference,
x - Ax (119.22)
u 1 e
Frladyws (4jp1 —uj) downwind finite difference.

These are both so-called one-sided approximations, because they use data only from one side or
the other of point x;. Coupling one of these equations with forward Euler time integration yields

u]("H) = u](n) — UA—A; (u](”) — u](f)l) upwind,
(nt1) _ (n) _ DAL () (n) (119.23)
n+l) _ (n n n .

Uj =u; Ax ( i1 U ) downwind .

While these one-sided approximations are (in general terms) less accurate than a centered dif-
ference, they exploit the asymmetry of the advection equation: it describes translation with speed
v. This translation is either to the right (when v > 0) or to the left (when v < 0). So when v > 0,
the upwind difference will rely only on information that is behind and at the location of point x;.
It thus “follows” the flow direction and thus is named upwind (or sometimes upstream). If v < 0,
the downwind (or sometimes downstream) method follows the flow, as the flow is now going in the
opposite direction.

Stability analysis shows that the upwind method is stable for

VAt
0<—<1, 11.9.24
<5 S ( )
while the downwind method is stable for
VAt
—1I< =< 11.9.2
S+ S 0, (IL.9.25)

which just confirms that for v > 0 one should use the upwind method and for v < 0 the downwind
method.
In the above, the demand

vAt
Ax
plays a major role. It is a mathematical realization of the physical causality principle — the prop-
agation of information (here via advection) in one times step At must not jump ahead more than
one grid interval of size Ax.

<1 (11.9.26)

The demand that a# < 1 is usually referred to as the Courant-Friedrics-Lewy (CFL) condition . In
practise, the CFL condition is used to determine the allowable time step for a spatial grid size Ax

for a certain accuracy and stability,

At = CCFLg (11927)

o]’

where ccpr, < 11is the CFL factor.
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11.9.3.3 Lax-Friedrich Method

The Lax-Friedrichs method, like FTCS, is first order in time, but second order in space. It is given

by
n+1) L/ m) | () oAt [ ) ()
i T2 (“J‘H T ”H) T oAx (”m - MH) , (11.9.28)

and, compared to FTCS, has been made stable for & < 1 (Eq. 11.9.26) by using the average of the
old result at points j + 1 and j — 1 to compute the update at point j. This is equivalent to adding a
dissipative term to the equations (which damps the instability of the FTCS method) and leads to
rather poor accuracy.

I1.9.3.4 Leapfrog Method

A fully second-order method is the Leapfrog Method (also called the midpoint method) given by

(n+1) _ 1) _ DAL () ()
u™ = u (- ) (11.9.29)
One can show that it is stable for « < 1 (Eq. 11.9.26). A special feature of this method is that it
is non-dissipative. This means that any initial condition simply translates unchanged. All modes
(in a decomposition picture) travel unchanged, but they do not generally travel at the correct
speed, which can lead to high-frequency oscillations that cannot damp (since there is no numerical
viscosity).

11.9.3.5 Lax-Wendroff Method

The Lax-Wendroff method is an extension of the Lax-Friedrich method to second order in space
and time. It is given by

(1) _ o OBE oy UR(AD? (n) | . (n)
i = — 2 () — ) + TS (u” —2u™ + ) (11.9.30)

It has considerably better accuracy than the Lax-Friedrich method and is stable for « < 1 (Eq. I1.9.26).

11.9.3.6 Methods of Lines (MoL) Discretization

So far we have discussed methods that have discretized the advection equation (and may dis-
cretize other PDEs) in both space and time.

The Method of Lines is a semi-discrete approach. The PDE is discretized in space using a dis-
cretization D(u). Since the spatial part is now discretized, the remaining equation,

du

— =D 11.9.31
=D, (119.31)
is now an ODE that can be integrated forward in time with a well-known stable ODE integrator
such as Runge-Kutta. This is the method of choice if high-order accuracy in time is required. It
also simplifies the implementation of complex equations significantly, since one must worry only
about the spatial part of the discretization.
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I1.9.4 A Linear Elliptic Equation Example: The 1D Poisson Equation

One of the simplest elliptic equations is the linear Poisson equation for the Newtonian gravita-
tional potential ®,
V20 = A® = 471Gp . (11.9.32)

For simplicity, let us work with a spherically symmetric mass distribution and a 1D spherical
equidistant grid. The Laplacian A reduces in spherical symmetry to

8= 5 (P5)

29 02
;g[‘] + ﬁ[] .

(11.9.33)

There are two ways of solving the 1D poisson equation. One relies on the fact that in spherical
symmetry ® will depend only on the single variable r, hence the character of Eq. (I1.9.32) changes
from PDE to ODE and the equation can be straighforwardly integrated. The other method is
more general, does not exploit the ODE character in 1D, and can be applied also to multi-D and
non-linear problems.

11.9.4.1 Direct ODE Method

We will work with the second-order ODE

d? 2d
Eﬁ¢+;a©_4mm. (I1.9.34)

We reduce this second-order equation to two first-order equations by setting

dicbzz,

r (11.9.35)
iz—i—gz:47rG
dr r P

This can be straightforwardly integrated using the methods discussed in §II.5 using inner and
outer boundary conditions,

i@(1’:0):0,

dr
GM(r=R
O (7 = Rsurface) = — (R . surface) .
surface

(11.9.36)

In practice, one sets first &(r = 0) = 0, integrates out, and then corrects by adding a correction
factor to obtain the correct outer boundary condition set by the well-known analytic result for
the gravitational potential outside a spherical mass distribution. Not that this is, in some sense,
equivalent to the analytic calculation of the gravitational potential — it is determined only up to an
additive constant whose choice is convention, since only derivatives of the potential have physical
meaning.



Christian D. Ott and Andrew Benson Ay190 — Computational Astrophysics 61

11.9.4.2 Matrix Method

In the matrix method, we directly discretize

d? 2d
W(D + ;Efb = 4nGp . (11.9.37)

With centered differences, we obtain for an interior (non-boundary) grid point i

0 1

=0 =~ — (®jy1 —Di1) ,
or ‘i 2Ar( HH i-1)
> 1 (11.9.38)
379, e (Do 201+ 0
With this, we get
L ( @y — D) s (Biyq — 20+ D) = 472G,
i By (Pt = @)+ (P = 2004 i) i (IL9.39)

fi = 47TG‘OZ' .

From the 1/r term we note that we either must regularize at »r = 0 by some kind of expansion
or simply stagger the grid so that there is no point exactly at r = 0. The latter is easily achieved by
moving the entire grid over by 0.5dr. At the inner boundary, we have d/9r® = 0, so

P = P (I1.9.40)

and the finite difference terms in the innermost zone are adjusted to

d 1
5@ i_o —_ E(@’l - @0) 7
2 , (11.9.41)
—P = D1 —Dp) .
o2 |, (Ar)2( ! 0)
Let us press ahead by computing the Jacobian
_ 9fi
Jij = 3D, ’ (I1.9.42)
and solving
j®=f, (11.9.43)

for®=(®g, -+ ,®,_1)T (for a grid with n points labeled 0 to n — 1) and with b = 47 G(po, - -+ , n-1)".
After finding the solution to (I1.9.43), one corrects for the analytic outer boundary value ®(r =
Rsurface) =-GM/ Rsurface-

The Jacobian | has tri-diagonal form and can be explicitely given as follows:

(@) i=j=0:
1 1

]00 - _W - W 7 (11.9.4:4)
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-2

5= Gy (11.9.45)

1 1
_ 11.9.46
Ji (Ar)2 + rilr’ ( )

1 1
= — . 11.947
Ji (Ar)2 1Ay (IL9.47)
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II1.1 Nuclear Reaction Networks

Nuclear reaction networks (NRNs) are a direct application of ODE theory and methods to solve
(non-)linear equations. In this section, we will introduce the basics of nuclear reaction networks.
A much more detailed discussion can be found, for example, in Arnett’s book [1].

Thermonuclear reactions are very sensitive to temperature, since the reactants must have suf-
ficient kinetic energy to have significant probability for quantum tunneling through the Coloumb
barrier blocking the reaction. For example, the triple-a reaction

3%He — 2C+ 1, (I1.1.1)

which is the reaction in which helium burns into carbon, has an energy generation rate (which is
proportional to the reaction rate) that scales with

T 18.5
€30 & | =2 (IIL.1.2)
2

near Tg = 2, where Ty is the temperature measured in 108K (Tg = T/108 K).

Since generally many different reactions are going on at the same time at generally very differ-
ent rates, the equations governing the complete set of reactions are stiff systems of ODEs.

III.1.1 Some Preliminaries and Definitions

e Characterizing Isotopes
An isotope is characterized by dimensionless integers:

Z  # of protons (the atomic number)

N # of neutrons
A Z -+ N =# of nucleons.

e Avogadro’s Number
N, = 6.02214179 x 102 mole ! is the number of entities (“units”, nuclei etc.) in one mole of
material.

e Atomic Weight
The atomic weight (also called molar mass) of one entity with mass m in grams is
W = mN, gmole ™.

e Atomic Mass Unit

The atomic mass unit is given by

1
1my, = lamu = — = 1.660538782 x 10" * g
N (I1.1.3)

= 931.494061 MeV /> .

(1MeV = 1.6 x 10~V erg). For 2C, W = 12gmole'. So 1 amu has then W = 1gmole .
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e Isotope Rest Mass
The isotope rest mass of a single isotope k is

my = Nmy + Zm, + Z(1 — f)m, — Am

B
:Nmn+Zmp+Z(1—f)me—|C§|g.

(IT1.1.4)

Here f is the ionization fraction and we have neglected the contribution from the electron
binding energy, which is usually negligible. We have also neglected the small negative elec-
tron binding energy. Am is the mass deficit, which describes the amount by which the rest
mass of the isotopes is reduced below the sum of the its constituent nucleon rest masses by
the nuclear binding energy Bj. The molar mass of the isotope is Wy = m;Na.

The binding energy has a negative sign, i.e. it reduces the rest mass of the isotope in the
same way gravitational binding energy reduces the observed mass of neutron stars below
their baryonic mass.

e Baryon Mass Density
For a mixture of isotopes we define the baryon mass density

0= Zzz\f]l:‘h = Y i A (IIL1.5)
i

where n; is the number density of isotope i, the number of entities of this isotope per unit
volume.

e Mass Fraction and Molar Fraction

The mass fraction of isotope i is its relative abundance per mass defined as

A;n;
X; =1 I1.1.6
=N (IIL.1.6)

And all mass fractions must add up to one: ) ; X; = 1.

The molar fraction of an isotope is its relative abundance in one mole of material (so it is a

number fraction).
X; n;
Y, = 20— L 11.1.7
=2 = o (I.1.7)

The use of the molar fraction is somewhat historic and comes from the origins of nuclear
reaction networks in chemical reaction networks. It makes sense to use it, since nuclear re-
actions are reactions between entities and depend directly on the number of entities present.
Using the molar fraction, while less intuitive than mass fraction or number density, has also
the advantage that the energy generation by a nuclear reaction is very easily evaluated:

de ay;
== NA;IBZ\E ) (IT1.1.8)

where € is the specific internal energy per gram in erg ¢!, | B;| is the binding energy in units
of erg ¢~!, and the Y; are formally dimensionless.
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o Average Nucleus and the Electron Fraction Y,
We define the average nucleus described by A and Z and the electron fraction (number of
electrons per baryon) by

A — YiniA; . 1

Yo LY
= _ YiniZi _—
Z = =A) Y, Z
S ZZ) iZi, (I11.1.9)
A
Yg - i .

e Mass Excess and Energy Generation
The mass excess of an isotope is defined as

AM = <m - A) muc? (I11.1.10)
My

which is just the difference of its actual mass to its mass in atomic mass units. This difference
is due to differences in binding energy between the isotope in question and '2C.

For a reaction 1 +2 — 3, the liberated energy Q can be expressed in terms of the mass
excess as
Q= AM; + AM; — AM;3, (I11.1.11)

which is equivalent to expressing it in terms of the binding energies of the reactants:

Q = [Bs| = (|B1| +|B2]) - (II1.1.12)

III.1.2 A 3-Isotope Example

Let’s consider a nuclear reaction network with three reactants:

1+2 «— 3+7

(I1.1.13)
2 — 1

Isotopes 1 and 2 combine to make isotopes 3 and the released energy goes into a photon. Isotope
3 can be photodissociated, making isotopes 1 and 2. Also, isotope 2 is unstable and could decay
to isotope 1 under the emission of an electron or positron (which has been emitted from this
schematic equation). We also leave out changes in the thermodynamics due to the excess heat
generated by the reaction and keep density and temperature fixed.

We can write out the change in the number fraction for isotope 1:

d

% —ninp{0v)1» reactionl+2 — 3
st reaction 3+ — 1+2 (IIL1.14)
+Aanp decay2 — 1.

The first reaction is a so-called binary reaction and its rate is proportional to the product of the
number densities of the reactants. (0v)1, is the velocity-integrated cross section (units cm®s™!) for
the reaction 1 + 2 — 3. This is where nuclear physics and the local thermodynamics, controlling
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the velocity distribution of the reactants, come in. In the following, we will use simplified notation
and define
)\1’]' = <pU>1] . (111115)

The second reaction involves A,3, which is the rate for photodissociation of reactant 3. This
depends on the temperature and on reactant 3’s binding energy. A, in the decay reaction is the
decay rate.

The rate equations in terms of the number density for the other isotopes are

n
GTZ = —ninaAn + Aysng — Agno

t (I11.1.16)
n
ﬁ = +n1n2)\12 — /\731’13 .

Next we convert to molar fractions using Eq. (I11.1.7):

Wi — Ny 2 N2

- = = (II.1.17)

and we set dp/dt = 0 for the purpose of this example.

We can now write out the reaction network for the change in the molar fractions Y; (i = 1,2, 3):

d
fi= ayl = —NapA V1Yo + A 33 + A0Ys
d
—Y, = —N40A12Y1Yo + A3Y3 — A Y5,
fa= FTRE: APARY1Y2 + A 3Y3 — AyY) (I1L1.18)
d
fz= EYs +NapA12Y1Y2 — Ay3Y3 .

This system of ODEs is non-linear in the Y; and if the reaction rates A1y, A,3, and A, may be
very different, it will be stiff and difficult to solve with standard explicit methods that tend to lead
to instability.

Our goal is thus to write an implicit scheme. For simplicity, we will keep it first order in time.
So, for evaluating Y;(t + At) with the first-order backward Euler scheme, we write

Yi(t+ At) = Yi(t) + Atfi(t + At) . (II1.1.19)
Furthermore, we denote
dy;
A = d—At Yi(t+ At) — Yi(t) . (I11.1.20)

Since the f; are nonlinear in Y;Y}, we need to linearize the system to find an approximation for
fi(t + At) that we can use in our integration scheme. We expand

filt+At) = fit) + dﬁ() At = Zg& 5 A= Zdﬁ (IT.1.21)
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Using (I11.1.21) in (II1.1.19) with (II1.1.20), we have

A; — Z afi A At = fi(t)At . (I11.1.22)

We can write out the left-hand-side using Eq. (II.1.18),

(1 + NAp}\uYz(t)At)Al + (NAp)Lqu (t) — Az)AtAz — 3AtA3 f1 (t)
NapA12Ya(£)AEAL + (1.0 + NapAaYi () AE + AaAD) Ay — AysAths = fa(t)At (I1.1.23)
—NAP/\12Y2(t)AtA1 + —NAp/\12Y1<t>AtA2 + (1 + )Lryg,At)Ag, = f3(t)At

And by writing this in matrix form, we obtain

1+ NAP)\uYz(t)At NAp/\qu(t)At — /\zAt —A73At Al fl(t)At
NapAi2Yq (t)At 14+ NapAipYs (t)At + ApAt —)\73At Ny | = fz(t)At , (IT1.1.24)
—NApAuYz(t)At _NAPA12Y1 (t)At 1 + )\73At Ag fg(t)At

which can be solved for the A; needed for our update,

Yi(t+ A = Y(t) + A . (IIL.1.25)

III.1.3 Reactant Multiplicity

A more complex situation arises when multiple entities of the same reactant are involved in a
reaction. For example,
Le42Cc — Mg+ . (I11.1.26)

So for each 2*Mg nucleus we make, two '?C nuclei are needed. For simplicity, we will work with
number densities in the following. We can always convert to molar fractions once the reaction
equations have been derived. Naively, we would now assume that the change in the number
density was given by
dTleC
dt

which, however is not quite right, since reactions between each pair of nuclei are counted 2! = 2
times (N! is the number of possible permutations that would lead to an identical result when N
nuclei are involved). So we really have only

—2ndAncic (IIL.1.27)

dmzc . _3
a2l

nheAnene (11.1.28)

So for an a bit more general binary reaction N;i + N;j — 1k, we have

dTli . ’N,‘

[ TN
dt N[N
dn; INi|
] ]
g _Wnininj' (I11.1.29)
di’lk 1
s S S———_ Y
dt +yNiy!\Njy!”1”f i
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This is straightforwardly extended to triple reactions. For example, for the triple-a reaction given
in Eq. (II.1.1) we have:

dn 3
;;_Ie — _gniﬁe/\&x s

e 1 (TI1.1.30)
dtC = +§niHe)\3D¢ .

III.1.4 Open Source Resources

Fortunately, a large number of nuclear reaction networks and nuclear data and reaction rate sets
are available as open source / open physics.

e Frank Timmes (a nuclear astrophysicist at Arizona State University) provides an assortment
of state-of-the-art reaction networks athttp://cococubed.asu.edu/code_pages/burn.shtml.

e The Modules for Explorations in Stellar Astrophysics (MESA) code comes with extensive
nuclear reaction networks. http://mesa.sourceforge.net.

e The Clemson University nuclear astrophysics group provides reaction networks and on-
line tools, e.g., a calculator for abundances in nuclear statistical equilibrium, at http: //www.
webnucleo.org.

e The Joint Institute for Nuclear Astrophysics (JINA), a National Science Foundation Physics
Frontier Center, provides lots of resources on nuclear reactions as well as a data base of
isotope masses and reaction rates. http://www.jinaweb.org.

References
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III.2 N-body Methods

We will begin by exploring the gravitational N-body problems and algorithms that have been
developed to solve it efficiently.

III.2.1 Specification of the Problem

Frequently in astrophysics we have systems of “particles” which interact only gravitationally. Ex-
amples include dark matter and purely stellar systems (in which each star is a particle). Ignoring
relativistic effects (which we can in a wide variety of situations) the evolution of such systems is
entirely specified by the Newtonian 1/7? law of gravity, such that the acceleration of particle i is
given by:
N (;ﬂ” .
——5Xij (I1.2.1)
j=Li#

where x is position, x;; = x; — x; and a hat indicates a unit vector.

II1.2.1.1 How Big Must N Be?

We typically want N, the number of particles, to be as large as possible given available compu-
tational resources. When simulating a system of fixed total mass, increasing N will allow each
particle to have a smaller mass and, therefore, will allow the simulation to resolve structure on
smaller scales (and more closely approach the idealized fluid that we’re attempting to simulate).
The number of particles used will also affect how long we can run our simulation for, before
the discrete nature of our particle representation becomes a problem. Imagine an isolated, self-
gravitating system of particles that is in virial equilibrium (such as a galaxy). In the limit of an
infinite number of particles, the potential of this system will be unchanging in time and so each
particle will conserve its total energy as it orbits through the system. However, if there are a finite
number of particles, the potential will no longer remain constant in time, instead fluctuating as
particles move around. This will allow for energy exchange between particles. If our simulation
contains fewer particles than the real system (which is almost always will do) this energy exchange
is unphysical. In a non-gravitating system this would eventually lead to equipartition and ther-
mal equilibrium. Gravitating systems, because of their negative specific heat, have no thermal
equilibrium and this process will eventually lead to the phenomenon of “core collapse” (observed
in globular clusters) in which the core of the system collapses to arbitrariily high densities while a
diffuse envelope of material is ejected to large radii.

To estimate how long we can run a simulation before this relaxation process becomes impor-
tant, we want an order-of-magnitude estimate how long it takes for encounters with other stars
to significantly change the energy of a star. Typically we are interested in collisionless systems in
which the acceleration of a given particle never receives a dominant contribution from a single
other particle, instead being determined by the combined effects of many particles. Consider an
encounter between two stars. Assuming the collision is a small perturbation to the motion of the
star we can approximate the force experienced by the star as:

—3/2
: Gm Gmb Gm ot 2
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F, 6

Figure I11.2.1: Geometry of a gravitational collision between two stars.

Integrating over the entire collision gives us the change in velocity of the star:

Gm [ 2G
vim ol [ (14 82) s = S

o |- —— (II1.2.3)

whcih is approximately the force at closest approach times the duration of the encounter, b/v. The
surface density of stars in a galaxy is of order N/7R?, so in crossing the galaxy once, the star

experiences
N 2N

encounters with impact parameter between b and b + db. The encounters cause randomly oriented
changes in velocity, so v, = 0, but there can be a net change in vi:
2Gm\* 2N
2~

Our perturbation approach breaks down if év; ~ ©v; which occurs is b gbmin = Gm/v?, so
integrating over all impact parameters' from bmin to R (the largest possible impact parameter):

R Gm\?2
AZ:/ 50 ~8N (™) A, 1.2,
v \ v 8N<Rv) n ( 6)

min

where A = R/bpin (“Coulomb logarithm”). The typical speed of a star in a self-gravitating galaxy
is
2 _ GNm

v R

(I1.2.7)

1For a more careful treatment of small b encounters, take a look at the treatment of dynamical friction, §7.1 of Binney
& Tremaine.
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Therefore, we find

AV 8InA
—L = I1.2.8
L= (m2.8)
and the number of crossings required for order unity change in velocity is:
N (II1.2.9)

Nrelax = m .

Since A = R/bmin ~ Rv?/Gm ~ N we find t,eja = [0.1N/ In N]tcross.

Relaxation is important for systems up to globular cluster scales, but is entirely negligible for
galaxies.

SYStem N trelax/ tcross trelax
Small stellar group 50 1.3

Globular cluster 10° 870 10%yr
Galaxy 101 4x10% 4 x10°Gyr

It's worth taking a moment to consider what we're actually doing in an N-body calculation.
Specifically, representing a fluid in 6-D phase space by a set of discrete points. We associate a
mass with each of those points (usually the same mass for each point) such that we can use the
points to compute the density distribution of the fluid and therefore its gravitational potential.
Additionally, we move the points in phase space according to that same gravitational potential.
As such, there are fundamentally two roles for the points: to represent the mass distribution at
any time and to flow as would the actual fluid such that they continue to represent the mass
distribution at later times. For most systems of interest (e.g. galaxies, dark matter halos) the
number of particles we can use (given current computational techniques and resources) is much
less than the number of particles in the real system. For example, a galaxy may contain 10'!
stars, but the best current simulations of galaxies contain only ~ 10°. Similarly, the best current
simulations of dark matter halos contain around 10° particles, but the Milky Way’s halo contains
maybe 107 dark matter particles. Therefore, the relaxation times in simulations will be much
shorter than in the real systems (particularly in dense regions) unless we do something to mitigate
this problem.

We can break down the N-body problem into three sub-problems:
(1) Specitying initial conditions;
(2) Computing forces/accelerations on particles;

(3) Stepping particles forward in time.

I11.2.2 Force Calculation

The N-body problem is fundamentally an O(N?) problem—direct summation over all particles
involves a number of calculations that increases as the square of the number of particles. Not
surprisingly therefore, force computation is typically the slowest step in any N-body calculation
and so numerous techniques have been devised to speed this up. We’ll review these techniques,
as well as the direct summation approach (since it’s still useful in some cases).
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I11.2.2.1 Direct Summation (Particle-Particle)

The direct summation approach is inherently simple—as we wrote already, given some set of N
particles we evaluate the force on each one using

N Gm:
Xi= Y ——2%Xi. (I11.2.10)
]

You can write yourself a direct summation code in a few lines. If you have a newish desktop
computer with a GPU (Graphics Processing Unit) you can write a direct summation code which
canhandle >10% particles in a reasonable amount of time. Specialized hardware (GRAvity PipE or
GRAPE boards) can handle several million—enough to simulate a globular cluster at one particle
per star. The direct summation approach is obsolete for galactic and cosmological simulations.

In cases where we don’t have one particle per star/particle two-body encounters between
particles will be much more common in our simulation than in the real system. This can lead
to effects (for example, binary formation) which would not occur in the real system on relatively
short timescales. To circumvent this problem we recognize that each particle is better thought of
as representing an extended distribution of mass. It will therefore not have a point mass potential.
Instead, its potential will be “softened”. We might therefore modify the force law to be

N Gm:
- T Rij,
j=T,j#i (|xij| + 6)2
where € is a length scale (called the softening length) of order the “size” of the particle and which
limits the maximum force between two particles. Note that this doesn’t do much to change the re-
laxation time—the Coulomb logarithm term in our derivation of the relaxation time shows that the

relaxation process gains equal contributions from particles in each logarithmic interval of radius,
and so softening the force on small scales only slightly reduces the rate of relaxation.

X; =

(II1.2.11)

Different functional forms have been used for the softening. For example, a common approach
has been to represent particles by so-called Plummer spheres—density distributions of the form
p(x) « (1 + x%)75/2 (where x = r/€) which have a potential ®(x) e 1/+v/€2 + x2, such that

N Gm]\xz]|

X, = B e L v eT R (II1.2.12)
i i (|xl.].|2 +€2)3/2 ij
Another common approach is to use a cubic spline density distribution of the form:
4—6x2+3x3 forx<1
p(x) x{ (2—x)3 forl1 <x <2 (II1.2.13)

0 for x > 2.

This form has the advantage that the density distribution is truncated (i.e. goes to zero beyond
x = 2) and so the force law becomes precisely Newtonian at 2 > 2¢. In general, softening kernels
of this type (known as compact kernels) are superior to non-compact kernels (e.g. Plummer).

Choosing a value for the softening length is something of an art form. It shouldn’t be too large
as any structure on scales smaller than the softening length will be smoothed away. However,
it shouldn’t be too small, or two-body collisional effects will become important again. A good
discussion of choosing softening lengths is given by [3], who explores further refinements to this
idea, such as compensating the reduced forces on small scales by slightly enhancing forces on
larger scales and the possibility of adapative softening lengths (i.e. making € a function of, for
example, local density).
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I11.2.2.2 Particle-Mesh

The fundamental limitation of the direction summation technique is that it is O(N?). So, let’s
explore some ways to reduce the computational load. One of the first ideas was to compute forces
by solving Poisson’s equation rather than by direct summation. Suppose we have a density field
p(x). Poisson’s equation tells us that the gravitational potential is related to this density field by

V2®(x) = 47Gp(x). (I11.2.14)

If we can solve this equation, then the acceleration on particle i can be found from the potential
using
Xi = —VO(x;). (II1.2.15)

In particular, if we know the density field on a uniform grid then we can use Fourier transforms (in
particular, Fast Fourier Transforms) to quickly solve these equations. If we represent the Fourier
transform of some quantity g on our grid as

gi =Y 9 exp(ik; - x;), (I1.2.16)
k.

]

where the sum is taken over all wavenumbers k; then from Poisson’s equation we have

;ka @; exp(ik; - x;) = 471G kZ p; exp(ik; - x;), (I1.2.17)

] ]

which can only hold in general if
— 1% @j= 471G p; . (II1.2.18)

Thus, to compute the potential, we proceed as follows:

(1) Find the density field on a grid;
(2) Compute its Fourier transform;
(3) Multiply each Fourier component by —471G/ k2

(4) Take the inverse Fourier transform.

We can actually skip the final step since we're interested in the force on each particle which is
given by )
x; = —ik; @ . (T12.19)

So, we simply multiply the potential by —ik;, take the inverse Fourier transform and are left with
the particle accelerations on a grid. We can interpolate accelerations to the precise location of each
particle if necessary.

The density field is, of course, constructed from the particle distribution. There are numer-
ous ways to do this. The most common are nearest grid point (NGP), cloud-in-cell (CIC) and
triangular-shaped cloud (TSC) methods which are illustrated in Figure. I11.2.2.

Particle-mesh algorithms of this sort are O(N + Nglog Ng) where N, is the number of grid
points and can therefore be substantially faster than direct summation techniques. Their main
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Figure II1.2.2: Methods for assigning particles to grid cells. This illustrates the 1-D case—the
generalization to two additional dimensions is straightforward.

limitation is that information about the density distribution (and, therefore, the potential and ac-
celeration fields) on scales smaller than the size of a grid cell are lost. Consequently, structures
on smaller scales will be lost or fail to form. This loses one of the nice features of the N-body
approach, namely that it puts the resolution where it’s needed. More elaborate techniques, using
nested grids of different resolution can be used to help mitigate this limitation.

I11.2.2.3 Particle-Particle/Particle-Mesh (P3M)

This approach aims to combine the advantages of direct summation (no loss of small scale resolu-
tion) and particle-mesh (fast) techniques. Briefly, it computes the forces by dividing contributions
from particles nearby and far away. For particles that are “far away” (typically more than about
3 grid cell lengths away) the contribution to the force is computed using the particle-mesh tech-
nique. For particles that are closer by a direct summation is used. (Frequently this means doing
the full particle-mesh calculation and then, for each nearby particle, subtracting the force it con-
tributed in the particle-mesh approximation before adding its contribution using the direct sum-
mation approach). The biggest problem with this approach is that it can easily become dominated
by the direct summation (particle-particle) part of the calculation and become about as slow as
direct summation. This will happen in any simulation where particles become strongly clustered
(and, unfortunately, gravity is attractive...).

I11.2.2.4 Tree Algorithms

Tree algorithms take a rather different approach. In a “top down” approach, the entire simulation
volume (typically a cubic region, or, in the 2-D example shown in Fig. I11.2.3, a square) is placed
into the top level cell. The next level in the tree is created by splitting this cell in half in each
dimension such that the 2"d level contains 8 cells (in 3-D; a so-called oct-tree) or 4 cells (in 2-D;
a quad-tree). Further tree levels are made by repeatedly splitting cells in the next higher level in
this way until each cell contains only a single particle. The resulting tree structure is illustrated
in Fig. I11.2.4. In the original Barnes-Hut [1] tree algorithm, the center of mass of the particles in
each cell at each level is computed. Then, to compute the force on any given particle, one simply
computes the contribution due to the total mass of particles located at the center of mass of a cell.
For nearby particles, we will use the finest levels of the tree to accurately determine the forces. For
more distant particles we can use a coarser level of the tree and therefore compute the force due
to many particles in one go. In this way, the calculation can be made faster than direct summation
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while retaining good spatial resolution on small scales. The tree approach has an advantage over
particle-mesh techniques in that doesn’t waste time on empty regions of the simulation volume
(useful if one is simulating the collision of two galaxies for example). However, there is a memory
overhead associated with constructing and storing the tree structure itself.

The original Barnes-Hut tree algorithm computed forces directly by treating particles in each
cell as a monopole (i.e. a point mass). More recent algorithms work with the potential instead and
account for higher order moments of the particle distribution in each cell. Essentially, the potential
due to particles in a cell is described by a multipole expansion—more or less like expanding a
function as a Taylor series. The more terms we include, the more accurate the representation
(but the slower the calculation), and the functional forms used are easily differentiable making
it simple to compute the force from the potential. This method is more accurate than the simple
Barnes-Hut method, but is computationally more expensive if higher order multipoles are used.

How do we determine which level of the tree we should use to compute the force on any
given particle? First, keep in mind that we’re always going to have a trade off between speed and
accuracy with the tree algorithm. If we decide to use the tips of each branch (call them “leaves”)
then we have precisely one particle per cell and we would have effectively the particle-particle
algorithm, which would be very accurate, but very slow (slower than the original particle-particle
algorithm because we wasted a whole lot of time building the tree!). Alternatively, if we used
the base of the tree (call it the “trunk”) then the calculation would be extremely fast, but very
inaccurate, as we’d only consider the interaction of each particle with the center of mass of the
distribution. Obviously, we want something in between.

The usual approach is to adopt an “opening angle criterion”. Consider the circled particle in
Fig. I[11.2.5. We want to compute the force on it due to all other particles. We can begin at the
“trunk” of the tree and ask the following questions: Is the ratio of the size of the tree cell at this
level divided by the distance from the particle to the center of mass of the cell less than some angle
8? More specifically, we ask if

‘j <0 (I1.2.20)

where 4 is the size of the tree cell and r is the distance from the particle in question to the center
of mass of this cell. We then proceed as follows:

(1) If the opening angle condition is satisfied, then compute the force from all particles in this
tree cell by treating them as a single particle at the center of mass of the cell.

(2) Otherwise, walk along the tree branches to the next most refined level of the tree and recheck
the opening angle condition.

In this way, as we get closer to a set of particles we will use more refined branches of the tree
to compute the force from them. The parameter 0 is a parameter that we can tune—making it
smaller will make for a more accurate but slower calculation, while making it larger will reduce
accuracy and increase speed. Typically, values of 6 <1 are found to work quite well (although
this depends on the details of the algorithm, such as whether or not higher order multipoles of
the gravitational potential are included or not). A tree algorithm with this type of opening angle
criterion is relatively easy to code as a recursive function, which simply walks along the branches
of the tree accumulating forces from sets of particles as it goes and truncating the walk along each
branch once the opening angle has been specified. From a coding point of view, this makes for a
compact and elegant algorithm.
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Figure II1.2.3: Example of the construction of a quad-tree.
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Figure I11.2.4: The tree structure resulting from Fig. I11.2.3.

Why this opening angle criterion and not some other criterion? We can think about the physics
the underlies it. Consider the mass distribution in a tree cell. We can represent any density distri-
bution as a sum over various multipoles. Therefore, we can write the gravitational potential for
this mass distribution as a multipole expansion in spherical coordinates

oo
(r,0,9) =Y. Y (Alrl T Blr_l_1> [ClnYE, (8, 0) + Si Y5, (6, 9)], (I1.2.21)
=0 m=0

where A;, B, Cj,;, and Sy, are coefficients determined by the mass distribution and the Y;,,’s are
the sine and cosine real spherical harmonics. (This is actually a Laplace series, valid outside the
mass distribution—it is applicable to any potential which satisfies the Laplace equation V2® = 0.)
Since we expect the gravitational potential to decline with distance from the source then A; = 0
for all . Then we see that the potential due to the /" multipole declines with distance as r~/~!
(e.g. for a monopole distribution, I = 0, the usual r~1 relation is obtained). Therefore, higher
order multipole contributions to the potential will be reduced by a factor of approximately (d/r)’
relative to the monopole contribution if 4 is the characteristic size of the mass distribution. By
ensuring that d/r < 6 we guarantee that, for suitably small 8, all terms beyond the monopole will
be negligible.

III.2.3 Timestepping Criteria

Having computed the force acting on each of our particles, we need to evolve the particle distri-
bution forward in time. This amounts to solving the following differential equations

X; = v (I1.2.22)
v, = Fi/mi (111.2.23)
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Figure II1.2.5: Opening angle criterion.
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where x; and v; are the position and velocity of particle 7, F; is the force acting on that particle and
m; is its mass. Naively, we could choose some suitably small timestep, ¢, and assume that the
force is approximately constant over that period such that

1
X; — X;+ viot+ EFi/miétz (I11.2.24)
v; — v;+ F;/m;ot. (II1.2.25)

Two problems immediately arise: First, how small should we make 6t such that our approximation
will be valid. Second, since characteristic timescales in gravitating systems scale as p~'/2, the
densest regions of our simulation will evolve on much shorter (i.e. orders of magnitude shorter)
timescales so they’ll force us to take very short timesteps. The second of these suggests that we
perhaps want to have different timesteps for different particles (no problem in principle, but we
have to correctly synchronize particles). The first suggests that we figure out some criterion to
judge how small the timestep needs to be.

To make having individual timesteps for each the particles computationally manageable it’s
often useful to enforce the timesteps to by binary fractions of some overall timestep, Ty. That is,
each particle will have a timestep T/2" for some integer n. Thus, a particle with n = 1 will take
two steps for every one step taken by a particle with n = 0, while a particle with n = 2 will
take four steps over the same time. The advantage of this approach is that we can easily maintain
synchronization between particles (i.e. bring them all to the same time). To ensure sufficiently
accurate evolution we then enforce

ét:E<17 !

2" VGp'
where p is an estimate of the locally enclosed density. For a particle orbiting at radius r in a
spherical potential for example, p ~ M(r)/r> if M(r) is the mass inside radius r. Here, 77 is a
numerical parameter that we can adjust to control the size of timesteps. We want timesteps small
enough that any results we extract from the calculation are converged (i.e. unaffected by timestep
size) but large enough that the calculation completes in a reasonable amount of time.

(I1.2.26)

For specificity, we’ll consider the time integration algorithm used in the original GADGET N-
body code [8]. There are many other (and better) choices, but most share similar features (see, for
example, Springel 9, Zemp et al. 10). GADGET-1 updates particle positions and velocities by first
predicting the position of a particle at the middle of a timestep ét:

ot
2 4
where the superscripts refer to position/velocity at step n. This mid-step position is used to find
the acceleration of the particle

x(1) = x() 4 () (I11.2.27)

1
a(nt2) = _vcp\xw%)- (II1.2.28)
The particle is then advanced to the next timestep using
vt = ) 4 () 5y (I11.2.29)
L) ) % [Vm) n V(n+1)} st (I11.2.30)

Note that we use the mean velocity through the timestep when updating the position. This is
a variant of the so-called “leap-frog” method. Energy (kinetic plus potential) should always be



Christian D. Ott and Andrew Benson Ay190 — Computational Astrophysics 81

conserved along the particle’s path, but in practice it won’t be precisely since we take a finite
timestep. It can be shown that the error in energy for the above time integrator is

LD ) )y

_1oe | 1 80w ) )
48xi8xj L ] 24 axiaxjaxk

0,005 + O(5t*). (II1.2.31)

AE j

That is, this integrator is second order accurate (i.e. the first time in the above is third order in
6t). In principle, the above could be used to choose 4t to keep the error in energy below some
predefined level. In practice this is not very useful as determining the gradients of the potential
is expensive and we don’t know for sure that the higher order terms are not important. Instead,
GADGET-1 uses a criterion similar to that given above using a local estimate of the density. This
local estimate is found by averaging over some number of nearby particles (similar to the approach
used for smoothed particle hydrodynamics as we’ll discuss later). This can be problematic in low
density regions (where we have to go to large distances to find neighboring particles) and in
dense regions resolved by only a small number of particles. For example, consider a cosmological
simulation in which a low mass dark matter halo forms from 20 particles. Suppose we are using
the 32 nearest particles to estimate the local density. In this case, the particles in the halo will
have their local density estimate contaminated by particles that are not in the halo. As a result,
the density estimate will be too low, the resulting timestep too long and so the halo will dissipate
because of accumulating errors in energy conservation.

Therefore, GADGET-1 adds a second criterion

ot < qa‘;, (I11.2.32)

where 77, is an adjustable parameter and ¢ is an estimate of the local velocity dispersion (also found
by averaging over nearby particles). These prevents the velocity changing by more than a fixed
fraction of the local velocity dispersion in a given timestep. Consider again the case of the low
mass dark matter halo described above. If we estimate the local velocity dispersion from the 32
nearest neighbors, then we’ll underestimate it due to the contamination from particles outside the
halo. In this case, however, this makes our timestep shorter, and so our integration more accurate.
By combining these two criteria it’s possible to maintain good energy conservation through a
simulation while minimizing the number of timesteps that have to be taken.

I11.2.4 Initial Conditions

So far we’ve considered how to compute the forces and evolve the particle positions/velocities
for some set of particles for which we already know the position and velocity of each particle.
But, we have to begin somewhere. Specifically, we need to know the positions and velocities of
the particles at some initial time. These are the initial conditions of the calculation. Generally
speaking, the goal of creating initial conditions is to set up the particles to represent some physical
system while minimizing any numerical effects due to discreteness or assumptions made. We'll
consider two scenarios which are common in the world of N-body simulation: an equilibrium
system of dark matter, and the early Universe.

II1.2.4.1 Equilibrium Dark Matter Halo

(Note that this could just as easily by an equilibrium system of stars, i.e. a galaxy.) A not uncom-
mon N-body experiment is to see what happens when two systems, e.g. dark matter halos, merge.
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To do this, we typically want to create isolated N-body representations of the halos when they are
well separated and in internal equilibrium.

For cosmological halos in a cold dark matter universe, the Navarro-Frenk-White profile [6] is
a good description of the run of density with radius. This profile has the form

_ 00
p(r) = AL I (I11.2.33)

where py is a normalization and 7 is a characteristic radius known as the scale radius. We can
select values for these constants based on cosmological calculations, but the numerical values
don’t matter for our purposes. We want to make an N-body representation of an NFW halo. Let’s
assume that the halo is perfectly spherical to keep things simple. Also, we can note that the mass of
the NFW profile is logarithmically divergent as we go to larger radii. This is kind of annoying for
an N-body simulation because we can’t model an infinite volume. So, let’s introduce a truncation

such that
1 ifr < Tout

_ P
p(r) = T Gl X { exp (_7) P (I11.2.34)

where 74y is some outer radius. Like any good computational physicist we’ll be sure to check
that our adoption of a truncation radius doesn’t affect out results (for example, by repeating our
calculations with a larger value of 7qyt).

First, we want to select a position for each particle in our N-body representation. Since the
halo is spherical it makes sense to use spherical coordinates. For ¢ things are easy, we just pick a
number at random from a distribution that’s uniform between 0 and 27r. For 0 it’s also easy—we
know that the surface area on a sphere between 6 and 6 4 df is proportional to sin 6d0 = d cos 6.
So, if we select a number at random from a uniform distribution between —1 and 1 and call this
cos 6 then take the inverse cosine to get § we should have the correct distribution.

For the radial coordinate, r, we have to think a little more. If each of our particles has the
same mass, then the chance of a particle drawn at random from the halo mass dsitribution lying
between r and r + dr should be simply proportional to the fraction of mass in that region. That is

47tr?p(r)dr

—_—_—, 111.2.35
fooo 4rtr2p(r)dr ( )

dP(r) =

if we integrate this, we get the cumulative probability that any randomly selected particle will be
found within radius r:
Jo ?p(r")dr

. 111.2.36
fooo 47tr'2p(r')dr! ( )

P(r) =

By definition, P(r) runs from 0 to 1. Therefore, for each particle we can simply select a random
value from a uniform distribution between 0 and 1 and call this P(r). We then use the above
equation to infer the r that corresponds to this P(r). In this way we're guaranteed to build up a
halo with the correct density profile. Note that the above integrals are not analytically tractable
when the exponential term is included, so they usally have to be solved numerically.

After applying this procedure, we have 3-D positions for all of the particles in the N-body rep-
resentation of the halo (which we can easily convert to Cartesian coordinates for input into our
N-body solver). We also need velocities. For these, we make use of the fact that our halo is as-
sumed to be in equilibrium. In collisionless gravitational dynamics, we know that any equilibrium
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system must obey Jeans equation:

2 r
6%) 1 2P0 oo (r) = -

o(r), (I1.2.37)

where 0,(r) is the radial velocity dispersion at radius r, M(r) is the mass enclosed with radius r
and B(r) is the anisotropy parameter defined as

o (r) + a5(r)

B(r) =1 27 (I1.2.38)
with 0y (r) and 0y (r) being the velocity dispersions in the other two directions. Since we know p(r)
(and, therefore, M(r)) we can solve this equation for o, (r) if we choose some form for 5(r). There
are many choices here, but for simplicity let’s assume an isotropic velocity distribution which
implies B(r) = 0. The Jeans equation is then easily solved for o;(r) = 04(r) = 0g(r). If we further
assume that the velocity distribution in each coordinate is always a Gaussian then we have a fully
specified velocity distribution function at all radii in the halo. Given the radius of a particle, we
can then compute the corresponding ¢, and draw a random number from a normal distribution
with standard deviation ¢, and repeat for the other two coordinates. This will give us a set of
particle velocities consistent with Jeans equation and so consistent with an equilibrium halo.

Before moving on, we should think a little more about the final assumption made above,
namely that the velocity distribution is Gaussian. Jeans equation does not tell us that the dis-
tribution is Gaussian. It merely tells us what the dispersion of the velocity distribution should be.
We could construct an infinite number of non-Gaussian distributions which all have the same o;.
So, we don’t know for sure that we have the correct velocity distribution. Jeans equation can be
extended to higher order moments of the velocity distribution, so we could (in principle) com-
pute all of these higher moments and use them to construct a more accurate velocity distribution.
In practice this is sometimes done, but often it is not. The reason is that the Gaussian approxi-
mation is often not too bad, and computing higher order moments rapidly becomes numerically
challenging. When solving numerical problems we should always keep in mind which of the
many approximations we have made is the most severe. For example, is it worth solving the Jeans
equation for higher order moments of the velocity distribution when we’ve already approximated
the halo as being spherically symmetric? Real halos are not spherically symmetric, so maybe this
assumption is the biggest factor limiting the accuracy of our results. Maybe the fact that we're
modelling purely dark matter with no gas component is a bigger limitation... There’s no point
wasting time doing one part of the calculation to arbitrarily high precision if other aspects are
solved in a much cruder way.

I11.2.4.2 Cosmological Initial Conditions

For cosmological calculations we're interested in setting up initial conditions that represent the
distribution of matter in the early stages of the Universe. At early times, the Universe is almost
perfectly uniform with just small perturbations in the density as a function of position (these are
the source of the 10> level ripples seen in the cosmic microwave background). In our standard
cosmological model there are two features that make the situation simpler still. First, if infla-
tion is correct then the density perturbations should be Gaussian—that is the phases of individual
Fourier modes of the density field are uncorrelated and so the density field is completely described
(statistically) by a power spectrum (which measures the mean amplitude of Fourier modes of a
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given wavelength). Second, in cold dark matter models the particles begin with zero random
velocities—i.e. there is no velocity dispersion at a given point and so velocity is an entirely deter-
ministic function of position, controlled entirely by the density field. A further useful feature is
that, because the initial density perturbations are small they can be treated with a linear perturba-
tion theory analysis. Providing we begin our simulation at an early enough time in the universe
we can therefore use a linear analysis to set our initial conditions. We won’t discuss the details
of cosmological perturbation theory in this class (take Ay 127 for that). A good discussion of the
details (including the unpleasant relativistic aspects that we’re going to completely ignore!) can
be found in [5], while a code for generating such initial conditions is given by [2].

Briefly, the standard method to construct initial conditions for such scenarios is as follows:

(1) Create a set of “pre-initial conditions” which is a random, but homogeneous set of particle
positions in a periodic cube. We can construct this by simply selecting particle positions
(x,y,z) at random within a cubic region”.

(2) Compute the power spectrum, P(k), that gives the mean amplitude of each Fourier mode of
the desired density field. For a Gaussian random field the distribution of amplitude, 5, fora
given mode can be shown to be a Rayliegh distribution

a0 52\ .

where ¢ = VP(k)/2) and V is the volume of the simulation cube®.

(3) Take the Fourier transform to convert the § Fourier components into an actual density field.
We then want to move the particles to recreate this density field in our N-body representa-
tion. For this we can use the Zel’dovich approximation which relates the Lagrangian posi-
tion (position in the intial conditions) of a particle to its Eulerian position. We won't discuss
the details, but note that this is a linear perturbation theory solution to the cosmological
equations governing the growth of density perturbations. The Zel’dovich approximation
states that x = q + ¥ (q) where q is the initial (Lagrangian) position of a particle and x the
Eulerian position. We can compute the gravitational potential ¥(q) from our density field
and so can find x. We can also take the derivative of this equation to get the velocity x.

There are problems with this method that make constructing accurate cosmological methods
very difficuly. For example, what about the contribution from modes with wavelengths longer
than the size of our simulation box? If we compute the density field on a grid, then we will only
get Fourier modes whose wavelength is an integer number of grid cell lengths—do this missing
modes matter? Fortunately, these issues have been considered extensively (see, for example, Sirko

) and accurate initial condition generating codes exist.

2Frequently, this is not actually what is done, because it introduces fluctuations in the density field due to Poisson
statistics, i.e. fluctuation in particle number in any region. If we began evolving this “homogeneous” distribution
regions that randomly happen to be denser would quickly collapse under their own gravity. An alternative is to use a
distribution in which the force on each particle is zero. For example, a regular lattice satisfies this condition (although
it’s an unstable equilibrium). Another common approach is to use “glass” initial conditions which can be made by
starting with a Poisson-random distribution, then evolving it forward in time using a repulsive gravitational force. The
particles will then all try to move apart until they reach positions of zero net force.

3Note that since the density field must be real, the Fourier components must satisfy the Hermitian constraints:
5(k) = 6*(—k).
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I11.2.5 Parallelization

If you can do something with one computer, you can do it bigger and better with many computers.
At least, you can in principle. ..

N-body codes are computationally demanding and so it’s no surprise that a lot of work has
been put into designing them to run efficiently on parallel computers. The idea is to divide the
calculations that must be performed between a large number of processors and have the each
solve part of the problem. To do this well there are a few considerations:

e How do we best divide the work between the processors? This may be limited by the amount
of memory available to each processor (which will limit, for example, how many particles
can be stored on each processor). Most importantly though, we want each processor to have
about the same amount of work to do—if we have a situation where one processor is still
crunching through its tasks while all others have already finished then we’re not using the
processors most efficiently. This is referred to as load balancing.

e How can we minimize the amount of communication between processors? Processors will
need to communicate their results to each other (since, for example, particles on one proces-
sor will need to know the forces they feel from particles on some other processor). Commu-
nication is a relatively slow task so we want to minimize it as much as possible.

[4] gives a description of an approach to parallelizing a tree code. We'll follow his discussion.
The basic approach is one of domain decomposition in which the simulation volume is broken up
into sub-volumes and each sub-volume is assigned to a separate processor. The task is to find a
sufficiently optimal domain decomposition to meet the criteria described above.

Let us assign to each particle a cost, C;, which is a measure of the computational work required
for this particle. In practice, this could be the number of gravitational force evaluations to evolve
it over some fixed time perdiod for example. The cost is something we can compute relatively
easily for each particle as the simulation proceeds. At the start of the calculation we don’t know
Ci, so we'll set C; = 1 for all particles initially. We want to choose domains such that ) C; (where
the sum is taken over all particles in the domain) is about the same for all domains. To do this,
we can use a technique to the tree construction algorithm we’ve used before. Suppose we have
2" processors, with n some integer. We begin by splitting the simulation volume in two, with the
division made such that }_ C; is the same (or almost the same) on each side of the division. We
then proceeed to split each of these two domains into two sub-domains again balancing ) C; in
each subdomain. Repeating this process n times we get 2" domains, corresponding to rectangular
regions of the simulation cube, each with the same total computational cost.

As the simulation proceeds, the cost for each particle will change. For example, if a particle
moves into a denser region it will require more computations to evolve its position and so its cost
will increase. Therefore, our initially load balanced domain decomposition will not remain load
balanced. Therefore, after each timestep (or, perhaps, once the load balancing becomes sufficiently
bad) we can attempt to repartition into new domains to rebalance the workload. This means
moving some particles from one processor to another, and therefore requires communication. We
want to minimize this communication by moving as few particles as possible. Deciding which
particles to move and when depends on the details of the simulation (e.g. how clustered the
particles become), the algorithm used (which affects the distribution of costs) and the hardware
used (which determines the relative costs of communication vs. work load imbalance). So, this
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usually involves some tuning of parameters to find the optimal way in which to move particles
from one processor to another.

An additional problem arises with the need to communicate gravitational forces between do-
mains. Once we've performed the domain decomposition it’s easy for each processor to build
an oct-tree for its local set of particles. We could then have each processor share its local oct-tree
with every other processor. Then, each processor would have the full tree and so could proceed to
compute accelerations and update positions for all of its particles. In practice this is a bad idea for
two reasons. First, the memory requirements for the full tree may be more than a single proces-
sor can handle. Second, this involves a lot of communication which slows down the calculation.
However, we can make use of the opening angle criterion to limit the communication and mem-
ory requirements. Consider two widely spaced domains, which we’ll label 1 and 2. Since all of
the particles in domain 1 are far from all of the particles in domain 2 we’ll only need to use the
coarsest levels of the domain 2 tree to evaluate forces for particles in domain 1 (and vice versa).
Therefore, we can apply the opening angle criterion to domain 2 in a conservative way to find the
finest level of the domain 2 tree that will ever be needed by any particle in domain 1. We then
communicate only those levels of domain 2 to the processor working on domain 1, and none of
the finer levels of the tree. This allows the essential tree for domain 1 to be built—it contains just
enough information to compute the forces on domain 1 particles at the required level of accuracy.
This minimizes the communication and memory requirements.

Modern N-body codes use more complicated algorithms, but the basic ideas are the same.
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III.3 Hydrodynamics I — The Basics

Strictly speaking, hydrodynamics is a gross simplification: The dynamics of a distribution of par-
ticles (e.g., atoms, atomic nuclei, elementary particles, photons) f(x, p, t)dxdp in 6D phase space
and time is described by the Boltzmann equation

of . P _ (9
g_,_%vxf_,_lzvpf_ <af)c011 ) (1I1.3.1)

Here, F is an external force, m is the mass of a particle, and the collision term on the right-hand
side describes the interaction of particles with each other and with the environment: emission,
absorption, scattering, and viscous effects. Details on the Boltzmann equation for classical and
quantum gases (fluids, particles etc.) can be found in statistical mechanics books, e.g. in Huang’s
book [1].

III.3.1 The Approximation of Ideal Hydrodynamics
Two main assumptions are made in ideal hydrodynamcis:

e Hydrodynamic Approximation (local equilibrium). The mean free path A between particle
collisions is small compared to the size of a computational region, A < dx, and the time T
between collision is shorter than the dynamical timescale of the system, T < taugy,. This
allows us to neglect individual particle collisions and treat all particles as a continuous fluid.

¢ Inviscid Approximation. The particles are interacting by hard-body collisions, but in no
other way locally, i.e. there is, e.g., no viscosity. When this approximation is not appropriate,
one needs to solve the equations of non-ideal hydrodynamics, the Navier-Stokes equations,
which we shall not address here.

The ideal hydrodynamcis approximation works well for most astrophysical problems involv-
ing gas/fluid flow. Situations involving viscosity (e.g. in accretion flows) can usually be treated by
adding approximate “viscous” terms to the inviscid equations and it is rarely necessary to solve
the full Navier-Stokes equations.

III.3.2 The Equations of Ideal Hydrodynamics

The equations of ideal hydrodynamics are derived by taking moments of the Boltzmann euqation
and represent conservation laws for mass, energy, momentum. They are called Euler Equations.

(1) Continuity Equation (mass conservation)

3—‘; +V(ov) =0. (I11.3.2)

(2) Momentum Equation (momentum conservation)

0
g(pv) + V(pvv + P) = pF, (II1.3.3)

where F is an external force, e.g. gravity.
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(3) Total Energy Equation (energy conservation)

aaté’ +V((E+P)v) =pvF. (II1.3.4)

Here £ is the total specific energy per unit volume, defined by
L 5
& = pe + SPY (II1.3.5)

where € is the specific internal energy per unit mass and the 1po? term is the specific kinetic
energy per volume.

The three equations specified in the above (2 scalar equations, 1 vector equation) are incom-
plete: An equation of state (EOS), connecting pressure to density, internal energy, and composi-
tion, is needed to close the system. In general, we may assume P = P(p, €, {X;}), where the X; are
the mass fractions of the particle species present in the fluid.

III.3.3 Euler and Lagrange Frames

The Euler equations given in the previous section II1.3.2 describe the evolution of a fluid at any
fixed location x in space. This approach is called Eulerian and the Eulerian time derivative d/dt
refers to the changes occurring as a result of the flow of the fluid past the a fixed location x.

An alternative view is called Lagrangian and assumes spatial coordinates that ar comoving with
the fluid (they are also called comoving coordinates). The Lagrangian position vector r is defined by
the instantaneous position of the fluid element. The Lagrangian time derivative D /Dt refers to
the changes within a fluid element as it changes its state and location.

At the location occupied by the fluid element at an instant ¢, the Lagrangian velocity equals
the Eulerian velocity with with the element sweeps past x:

D
Dif = v(x) . (111.3.6)

Using the definition of the Lagrangian derivative we may write for a quantity Q,

DQ _ ypp Qi vALEF AL = Q1) (II1.3.7)
Dt At=0
Expanding this to first order yields
0Q 9Q
Q(x+ vAL t+ At) = Q(x, t) + ZTtAt + ;vfaxjm : (I11.3.8)
So, to first order,
DQ _9Q 9Q
—_— = i— I11.3.
Dt~ ot +vaax]- (L.3.5)

is the transformation equation between Eulerian and Lagrangian derivatives.

Consider the Eulerian continuity equation:

% . Y. -2 (pv) = 0. (IT1.3.10)
]
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Now,
0 _ ap aU]'
ax; —(pv) = vjz - ax; + Pax] (IIL.3.11)

and the Lagrangian variant is simply given by
Dp

_9p dp 90
m_&+;v]8xj o p;ax] !

5 . (I11.3.12)
Dp 9 _
Dt + X ; ax]- 0.

The Lagrangian expressions for the momentum and energy equations can be derived in similar
fashion. They are

Dv; 1 JoP
=F, 111.3.13
Dt ' pox; ( )
for momentum, and
D—g+2v-a (E+P) Z—]—pZU-P- (I11.3.14)
Dt ; ]8 7 ox ; 171 o

for energy.

II1.3.4 Special Properties of the Euler Equations

In the following, we shall consider the Eulerian picture and only one spatial dimension to keep
the notation simple. All statements translate straightforwardly to the multi-dimensional case.

II1.3.4.1 System of Conservation Laws

We can write the Euler equations as a flux-conservative system of PDEs

d d
EU + aF S, (I11.3.15)
where the state vector U is
P
U= 0V , (I1.3.16)
pe + 3p0°
and the flux vector F is given by
oo
F = pvo + P . (I11.3.17)

(pe + 3pv* + P)v

The source vector S represents an external force. If it is zero, the system of equations (II1.3.15) is
said to be conservative. Otherwise it is flux conservative.
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I11.3.4.2 Integral Form of the Equations

Assume a domain D and d dimensions. In the absence of sources, we can write

d d
" /D Udx + )7 /a Fnyds =0 (I1L.3.18)
N—— j=1
temporal N
change of the gains & losses
. throught the
state vector in
the domain boundary of the
domain
I11.3.4.3 Hyperbolicity
The Euler equations are hyperbolic. Consider
d )
—U+ —F=0. I11.3.19
ox * ox ( )

and compute the spatial derivative. With that, we can rewrite the conservation law in quasi-linear
form,

d ~d
aU + Agu =0, (II1.3.20)
where SE
A= 50 (I11.3.21)

is the Jacobian matrix of the system. The qualification quasi-linear derives from the fact that A will
generally depend on U, x, and ¢.

Following what we discussed in §11.9.1.1, our system of equations is hyperbolic if A is diago-
nizable and has only real eigenvalues. This is indeed the case for the Euler equations. There exists
a matrix Q so that

A=0 'AQ (I1.3.22)

and A is diagonal with real numbers, the eigenvalues of 4, on its diagonal. The eigenvalues of A
are
Ai=A{v,v+c,v—cs}, (II1.3.23)

ldp
==\ - (I1.3.24)

where |; denotes “at constant (specific) entropy”.

where ¢; is the adiabatic sound speed,

I11.3.4.4 Characteristic Form

i —1 .
If we write U = Q U, we can write

%U’ + AaaxU’ =0. (I11.3.25)
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Since A is diagonal, the equations for U’ are decoupled and are called characteristic equations. For
each i, we have

aatu; + Aiaaxu; 0 (I11.3.26)

where the A; are the eigenvalues of A and are called the characteristic speeds.

I11.3.4.5 Weak Solutions

Hyperbolic conservation laws like the Euler equations admit so-called weak solutions that satisfy
the integral form of the conservation law, but may have a finite number of discontinuities with the
variables of the system obeying certain jump conditions at these discontinuities.

In hydrodynamics, such discontinuities are called shocks or contact discontinuities.

I11.3.5 Shocks

In any situation, we can decompose the velocity v into componets that are perpendicular and
tangential to a surface S, v=v, +vj.

We define a shock (a shock wave, a shock front) as a surface across which P, p, v, T, and the
entropy s change abruptly, whereas V| remains continuous. A typical example of a shock is the
explosion of a supernova that expands into the interstellar space.

We define a contact discontinuity (a contact) as a surface across which (one or multiple of) p,
T, s orv| change, but P and v, remain continuous. An example for a contact discontinuity
is the sharp interface between a cold dense region in the interstellar medium and an adjacent
warm, lower-density region at the same gas pressure. The key to stability is the constant pressure
across the boundary (and the absence of significant external gravitational fields that could lead to
bouancy).

II1.3.5.1 How Shocks Develop

For simplicity, we will assume an isentropic fluid (a fluid with constant entropy). The will be
clearly wrong once we have a shock, but it is an acceptable approximation for the phase before the
shock appears. The following discussion is based on Mihalas & Mihalas [2].

So, our equation of state (EOS) will be a polytropic one:
P =Kp7, (IT1.3.27)

where K is the polytropic constant and <y is the adiabatic index. The adiabatic speed of sound is

given by
oP p
\ 901, o

where |; denotes “at constant (specific) entropy”.

Let us set up a one-dimensional pulse (a smalls spatial distribution of fluid density p) launched
into an infinite homogeneous medium. Since our flow is isentropic, we have to consider only the
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continuity and the momentum equations. The energy is always given by the first law of thermo-

dynamics:

de = —Pd (;) , and P =Kp",
_ P
(r=1p’

where we have set the integration constant to zero.

(I1.3.29)

(I11.3.30)

Assume now that that p and the fluid velocity v are single-valued functions* of the time ¢. Then
we can, using p(t) and v(t) (where we have suppressed the dependence on the spatial coordinate),

find p(v) and v(p). We may also re-write the continuity equation to

to
dp\ [ov dp v
(o) (3F) + [ () ol 5 =0
aj + |v+ d—v a—v =0
of P\dp )| ox ~
The momentum equation may similarly be rewritten to

[, 1 ()] de]o
ot p\op) |, dvofox

——
=c2

Comparing (I11.3.32) with (I11.3.33), we find

[op
d
dU::l: ps:j:

dp o

a-NES

Hence, the relation between v and p (or P) in the wave is
P P dp
v==% C—Sdp =/ —,
po P Py OCs
where pp and Py are the ambient values in the unperturbed medium.
Now, using (111.3.34) in (II1.3.32) or (II1.3.33), we obtain

dv dv
g+(vj:cs)$—0.

(IT1.3.31)

(I11.3.32)

(I1.3.33)

(IT1.3.34)

(IT1.3.35)

(IT1.3.36)

Similarly to before, we can again rewrite the continuity equation, this time saying v = v(p):

(I11.3.37)

4 A single-valued function is a unique map of one argument value to one function value or multiple argument values

to one function value.
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which with (I11.3.34) implies

)

Equations (I11.3.36) and (I11.3.38) have general solutions of the kind

v=Fx—(vEtc)t],
p=hlx—(vtc)t],

94

(I1.3.38)

(IT1.3.39)
(IT1.3.40)

where F; and F, are functions representing simple traveling waves. Hence, a particular value of p

or v will propagate through the medium with phase space

uy(v) =v=£cs(v),

(IT1.3.41)

where ¢5(v) is given by Egs. (II1.3.34) and (II1.3.35). For the =+ sign in the above equations, we now

choose:
+ for waves traveling in the +x direction,
— for waves traveling in the —x direction.

Since we can write p = p(v) and P = P(p(v)) (and so on), all physical variables in the wave

propagate in the same manner as v.

Now, for our perfect isentropic fluid,

C? X B X ‘07_1 ,
P
from which follows p p
P Cs
_1)2E 9T
(v—1) ; .
Plugging this into (I11.3.35) yields
. i2(cs Cso) /
v¥—1
or,
1
Cs = Cs5p £ E('y— Do .

This implies that the phase velocity is given by
1
uy(v) = E(’y + 1ot .

Using the polytropic gas laws (e.g., [2]) for the polytropic EOS P = Kp?7,

v/ (y=1)
()

5
r-n(z)
0o
v—1
SION
Po

(I1.3.42)

(I1.3.43)

(I1.3.44)

(IIL.3.45)

(IT1.3.46)

(I11.3.47)
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Figure II1.3.1: Non-linear steepening of a sound wave into a shock. Taken from Mihalas & Miha-
las [2].

and combining them with (I11.3.44), we arrive at

r 1 v 12/(v-1)
P = po _1i§(7—1) (C()) ,

i 1 v 127/ (r=1)
P=P{l1£-(v—-1) | — ,
: 2(7 )<C80)_

(I11.3.48)

1 v
T=Ty|1x=(yv—-1)| —
‘ 2(7 )<C50)_

Interpretation

Consider a finite-size density wave pulse with an initial half-sinosoidal shape moving to the
right (Fig. I11.3.1). Egs. (I11.3.42), (I11.3.44), and (II1.3.48) show that more dense regions of the pulse
have a higher sound speed (and pressure and temperature) and move faster than less dense re-
gions. Hence, the wave crest (highest density) travels faster than the rest of the pulse and eventu-
ally overtakes the pulse front and the wave breaks. At thsi point, p(x, t) becomes multi-valued adn
the solution breaks down: We have a shock!

II1.3.6 Rankine-Hugoniot Conditions

A shock is an irreversible (non-adiabatic, entropy generating) wave that cases a transiton from
supersonic to subsonic flow (Fig. I11.3.2).

The shock thickness, the actual discontinuity, is of the order of the mean free path of the
gas/fluid particles. This is microscopic and much smaller than the scales of gradients in the
gas/fluid. For all practical purposes we may assume it to be infinitely thin.

Using the Euler equations as conservation laws, one can derive useful expressions on how key
fluid quantities change across a shock. We will work in a frame in which the shock is stationary
(see Fig. I11.3.2).
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post-shock pre-shock
v < Cg U > Cg inshock rest frame
p2, P2, v2 p1, Pr,v1
downstream upstream
shock

Figure II1.3.2: Schematic view of a one-dimensional shock front moving to the right in the labora-
tory frame. In the shock rest frame, the velocity of the gas is subsonic behind and supersonic in
front of the shock.

We must conserve mass across the shock:

Mass Conservation: 0101 = p202 = Fmass | - (I11.3.49)
N——
Mass Flux

Momentum must also be conserved. We may assume a steady solution (which is OK if we are
insterested in a snapshot) and set dv/dt = 0 and assume zero external force. Then

pvd—v d—P =0
) de dx (TI.3.50)
—(P+ pvz) =0,

dx

where we have used (pv) = const. Integrating over the shock yields:

Momentum Conservation: P; + plv% =D+ pzv% = Fmom . (I11.3.51)
——

Momentum Flux

Of course, energy is also conserved and neglecting radiative/conductive losses (d€ /dt = 0),
we have

d 1, B
o [v <2pv + pe + P>] =0. (I11.3.52)

We now specialize to the case of an ideal gas/fluid with v = 5/3 (we will go back to the general

case at the end). With this

p 3P
e=— " = (I11.3.53)
(y—Tp 2

Using this together with (pv) = const., we rewrite (II.3.52):

pvddx (;UZ + ii) =0. (I11.3.54)

This we integrate across the shock and obtain:

1
Energy Conservation: ~v? + ~— =

TIL3.
5 (I1.3.55)

N[ =
S

NN
_|_

\

|

o
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where £ = 0% + %g is the total specific energy.
Egs. (II1.3.49), (II1.3.51), and II1.3.55) are called the Rankine-Hugoniot shock jump conditions.

Let us now define the Mach number

2 2
5 07 (y=5/3) 3 pv
> . I11.3.
M = 2 5 p (I11.3.56)

S

Dividing (I11.3.51) by (IT1.3.49) xv :
Fmom _ P 3

_ 1= > 41, 11.3.57
FmassV P2 + 5M?2 + ( )
and 1, 5P 1, 5/(F
_ 192, 92 _ 12, 9 mom7 )
£ = S0t 5 0 57 + 5 < Fo v ) , (IT1.3.58)
o 5F, 1
2 mom® | 2o _ . (I11.3.59)

0" — —
4erass 2

The latter is a quadratic equation for v in terms of the conserved quantities Fmass, Fmom, and &. It
has two roots, which correspond to the velocities upstream (v;) and downstream (v; ) of the shock.
Solving Eq. (I11.3.59), we find

5 ]"mom
=2 ) 111.3.60
R 4 fmass ( )
and 5 F 5( 3
(%) mom
2 _ > 1=2(=_41)-1, 11.3.61
01 4 ]:massvl 4 <5M% ) ( )

where we have used Eq. (II1.3.57) and where M is the upstream Mach number.

In the strong shock limit, My > 1. In this case, Eq. (IIL.3.61) results in v2/v; = 1/4 and from
pv = const., we have p2/p1 = 4.

These results can be generalized for any value of 7y (and independent of Mach number):

p1_ (y+DP+(y—DP

= . I11.3.62
2~ (r=DP+ (TP —
Using the ideal gas law, we can also write out the jump in temperature:
T P P, 1)P —-1)P
12 o1 2 (’Y + ) 1+ (’)’ ) 2 (I11.3.63)

i Ppa P [(v—-DP+(y+ 1P
In terms of the upstream mach number M/ one can derive additional useful relations:

P2 U1 (v +1)M7
e 2 = 111.3.64
o1 v (y—1MI+27 (364

and
P, 2yMZ oy -1

P y+1 y+1°

(IT1.3.65)
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The downstream Mach number M) in terms of M is given by

2+ (y—1)M3

M2 = .
29 MG — (7 —1)

(IT1.3.66)

Because we have a shock, the upstream Mach number M, is > 1. By writing out Eq. (I11.3.64)

as

R (II1.3.67)

o1 (y—1)+2M;?’
we see that po/p1 > 1 for M; > 1 and increases with an increase in M. This means that the gas
behind the shock is always compressed and that a shock involving stronger compression has to
move faster.
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III.4 Smoothed Particle Hydrodynamics

So far, I've only discussed gravitational forces in the N-body technique. This is OK if we're deal-
ing with dark matter and/or stars since these both act as collisionless particles which experience
only gravitational forces. But, in general, we want to include gas as well, and so we need to in-
clude hydrodynamic forces and, perhaps, things like radiative energy losses etc. You've already
discussed hydrodynamical forces and their numerical solution using grid-based methods (i.e. Eu-
lerian methods). We can certainly use those in conjunction with an N-body representation of dark
matter for example. But, since we're dealing with particles anyway, it’s worth considering if we
can use a particle-based approach for hydrodynamical forces also. One advantage of this might be
that a particle based approach naturally concentrates particles in dense regions, so we automati-
cally get better resolution in dense regions of our simulation.

The first thing to note in considering this is that hydrodynamical forces involve things like
density and pressure gradients. These are quantities which fundamentally can’t be specified for a
single particle. Instead, they depend on the relation between a particle and other nearby particles.
For example, the density in a region clearly depends on how many particles are present in that
region. So, we're going to need to consider collections of particles to estimate these quantities. The
Smooth Particle Hydrodynamics (SPH) technique does this by smoothing over the local particle
distribution in a specific way that we’ll examine next. We'll follow the notation of [2] who gives a
more detailed review of the SPH technique.

II1.4.1 Smoothing Kernels

We begin by realizing that, for any field F(r) (which could be density, pressure etc.), we can write
a smoothed version of this field as a convolution

E(r) = / F(r)W(x — ¥, h)dr, (IIL.4.1)

where W(r — r/, h) is a smoothing kernel and / is the characteristic length scale of the kernel. In
the limit # — 0 the kernel should approach a Dirac delta function in which case Fs(r) = F(r). To
be useful for our purposes we’ll soon see that we want a kernel that is symmetric (i.e. no preferred
direction) and is differentialable at least twice (so we can take derivatives of the smoothed field).
In the early days of SPH people used Gaussian kernels, but most modern codes use a kernel with
“finite support” (i.e. they’re zero beyond some finite radius), typically a cubic spline. Writing
W(r, h) = w(|r|/2h) (so that our kernel is automatically symmetric and scales linearly with 1) we
can write

g [1-67+67° 0<q<3}
w(q) = p 2(1—q)3, I<qg<y, (IIL.4.2)
0, qg>1

This kernel (which belongs to a broader class of similar kernels) goes to zero beyond r = 2h.

In the case of a particle distribution our field F(r) is actually a collection of delta functions. If
each particle has a mass m; and a density p; (we'll worry about how we get this later) then they
are associated with a volume Ar); ~ m;/p;. In this case, we can replace the convolution integral
with a sum: -

F(r)~ Y p%FjW(r —1;,h). (I11.4.3)
j P
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This is then a smooth, differentialable representation of the field F described by our particles. We
should be clear that this is an approximation, and so has some error compared to the true field (i.e.
that we would obtain with infinite particles). If the particles are uniformly spaced by a distance 4
in 1-D, it can be shown that the interpolation is 2nd order accurate if & = d. For real distributions
in 3-D it’s not so simple to prove this, but it seems reasonable that we’d need i > d which means
(471/3)2% ~ 33 neighbor particles should be within the non-zero part of the smoothing kernel.

So what about the density? We’ve already stated that we don’t know the density for an indi-
vidual particle, yet it appears in the above sum. Fortunately, we can use the SPH kernel to evaluate
the density. Let F; = p;, then the smoothed density field becomes

Z mjW(x —rxj,h), (II1.4.4)

which we can estimate knowing only the masses of the particles. The density for each particle is
then found from the smoothed density field at the position of the particle.

We are free to choose whatever i we want and, in fact, to make it a function of position.
This is advantageous because we can make / small in regions of high density and thereby avoid
smoothing away too much information in these regions. There are essentially two choices for
computing a suitably position-dependent h. In the “scatter” approach we use a kernel W(r —
1j,h(r)] (i.e. h depends on the position r) while in the “gather” approach we use W(r — r;, h(x;)]
(i.e. h is determined at the position of the particle for which we’re computing a smoothed field).
The gather approach has the advantage that density of particle i can be determined using only #;,
the smoothing length for that same particle”. Using the gather method we have

Z mjW(r —r1;,h;), (II1.4.5)

Il 4

where we’ve dropped the subscript “s”. From this, it becomes clear why kernels with compact
support are useful—once we know h; we need only find those particles within a distance 2h;
of particle i in order to find its density. This makes the calculation O(Npe,N) where N is total
particle number and Ny, is the number of neighbors within 2k; (which w1ll be about the same
for all particles since we choose h; based on the distance to these nearest neighbors). The Ny,
parameter is a key input to SPH simulations and it should always be checked to be sufficiently
large to give converged answers, as ultimately the accuracy of SPH will be limited by the accuracy
of the smoothing/interpolation that the kernel approach implies.

Note that we can apply this approach to any field. For example, the velocity field is

mj

vV, = Z fV]‘W<I‘1' — I‘]',h), (11146)
i P

which, since this is now a smooth and continuous field, we can take the derivative of to get the

local velocity divergence

m;

(V-v); = Z?v] ViW(x; —xj, h). (I11.4.7)
j

5Technically if we integrate over the smoothed density field when using the gather method we don’t get the correct
total mass, so this method does not correctly conserve mass. This doesn’t matter though since we explicitly conserve
mass because mass is tied to particles which are conserved by construction.
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Alternatively, we can make use of the identity pV - v = V(pv) — v - Vp and estimating the
smoothed versions of the two fields on the right separately. This gives

(V : V)i = ; ij(vj — Vi) : VZ‘W(I‘I‘ — l‘j,h), (IH.4.8)
b

which turns out to be more accurate in practice and has the useful feature that it goes precisely to
zero when all velocities are equal.

II1.4.1.1 Variational Derivation

It’s possible to derive the SPH equations from a Lagrangian. Why would we do this? It guarantees
the various conservation laws hold (since they’re explicitly encoded in the Lagrangian) and also
ensures that the phase space structure imposed by Hamiltonian dynamics is retained. [1] showed
that the Euler equations for inviscid ideal gas flow follow from the Lagrangian

IL— / 0 (‘;2 _ u) av. (IT1.4.9)

This idea was first fully exploited by [3] who discretized this Lagrangian in terms of the SPH
particles, yielding
1
Lspy = ): (2miv12 — miui> , (I11.4.10)
1
where u; is the thermal energy per unit mass of the particle. For a gas with adiabatic index ¥ we

can write
P = Ap] = (v —1)pu, (I11.4.11)

where we'll refer to A; as the “entropy”. More specifically, A; is uniquely determined by the spe-
cific entropy of the particle and so is conserved in adiabatic flow. So, assuming A; to be constant
we can write

P!
U = Ai’y -1 (I11.4.12)
We then use the standard variational approach to get our equations of motion:
d oL JL
—=——=—=0. 11.4.1

Some care is needed because the smoothing scale, h, varies from particle to particle (and so we can
represent it too as a smooth field using our standard kernel). But, the bottom line is

dv; N b; P;
j=1 P P]
where 1
B hi dpi ]~
fi= [1 + 5 ahi] , (IIL.4.15)

and W;;(h) = W(|t; — 1j|,h). What's nice about this is that we’ve converted the set of partial dif-
ferential equations that described inviscid flow of an ideal gas into a much simpler set of ordinary
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differential equations. Mass and energy conservation are handled automatically (mass because
we have a fixed number of particles and energy because our flow is adiabatic so the energy is
determined by the (constant) entropy).

It’s also possible to derive relativistic implementations of SPH using this variational principle
approach.

I11.4.2 Other Issues
II1.4.2.1 Artificial Viscosity

In all of the above we’ve explicitly assumed that the specific entropy of a particle is conserved,
i.e. that the flow is adiabatic. However, even if starting from smooth initial conditions the Euler
equations can lead to shocks and contact doscontinuities at which the differential form of the Eu-
ler equations breaks down and their integral form (conservation laws) must be applied instead.
Analysis shows that in shocks the entropy is always increased. How can we introduce this behav-
ior into our SPH calculation? The usual approach is to introduce an artificial viscosity term. The
role of this artificial viscosity is to broaden the shocks into a resolvable layer and dissipate kinetic
energy into heat, thereby increasing the entropy. If introduced as a conservative force then the
conservation laws implicity in the Euler equations guarantee that the correct amount of entropy
is generated, independent of the details of the viscosity used. Of course, the problem with this is
that shocks are now not perfect thin—instead they will be resolved by a few smoothing lengths.

The viscous forces is usually added in the form

dVl' N —
| = LmlIViwg (IT1.4.16)
visc j=1 ij
where ,
Wij = 5 [Wij () + Wi ()] (I1.4.17)

is a symmetrized kernel. Provided that [T;; is symmetric in i and j this viscous force is anti-
symmetric between pairs of particles so always conserves linear and angular momentum. It does
not conserve energy (that’s why we’re including it) so a compensating change in the internal en-
ergy (or, equivalently, entropy) is introduced to balance this. We then have the desired conversion
of kinetic to thermal energy and a corresponding entropy production.

A common form used for the viscosity factor is

- { (—acijpij + Bul/oij - if vij - xij <0 (I11.4.18)
if 0 otherwise,
with I
ijVij - Tij
P i Bl B (II1.4.19)
Hij |1‘l']'|2 + €hizj

Here, h;j and p;; are arithmetic means of the corresponding quantities for particles i and j, and
cij being the mean sound speed. The strength of the viscosity is controlled by parameters a and
B. The goal is to make this viscosity significant in shocks but weak elsewhere (so that we don’t
dissipate kinetic energy in regimes that are evolving adiabatically). Typical values of &« ~ 0.5-1.0
and B = 2« are used. The parameter € ~ 0.01 is introduced to avoid a singularity if two particles
get very close.
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I11.4.2.2 Self-Gravity

Our SPH gas particles feel the force of gravity and, in particular, there is a self-gravity between
the SPH particles. We can make use of standard N-body techniques to compute the gravitational
forces, but there’s also a neat way to do this using the variational approach discussed above. We
simply add the gravitational self-energy of the SPH particles:

Epot = Zm D(r;) = Zm mip(rij, €;) (I11.4.20)
to the SPH Lagrangian giving

1
Lspy = ) <2mivl-2 m;u; ) Zm mi(rij, €;). (I11.4.21)

i

When we apply the variational principle the equations of motion pick up extra terms due to grav-
ity which look like:

grav. aEpot

- Z:Gmimjﬁ 9/(ry ) —;(P (rij, €)1

a¢(7jk, 6]') aé‘]

The first time here is what you’d guess—it’s a symmetrized gravitational interaction. The second
term shows up if the softening length, €, is allowed to be different for each particle (and so varies
with position), and is required to make the interaction conservative in such cases.

I11.4.2.3 Time Steps

One final issue: What time steps should we use when evolving the SPH particles? The usual
approach is to impose a so called Courant time step criterion which requires:
hi
At; = CCFL? (I11.4.23)
1
where ¢; is the sound speed and Ccpr. ~ 0.1-0.3. This limits each particle to moving significantly
less than one smoothing length per timestep providing the particle is moving subsonically. This
does not work so well in cases such as a blast wave propagating into cold gas (for which ¢; will
be small, allowing large timesteps which can result in cold gas particles moving through the blast
wave). Improved algorithms attempt to catch such cases. This timestep is usually augmented by
checking the gravitational timestep (and taking the minimum of the two) using the usual N-body
techniques. In fact, in an N-body tree code the tree structure turns out to be extremely useful for
one of the key SPH operations, namely finding the nearest neighbors. The cost of the operation
can be reduced from O(N?) for a simple search of all particles to O(NpgpN In N) when using the
tree.
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III.5 Hydrodynamics III - Grid Based Hydrodynamics

In this section, we will get our feet wet in classical Newtonian hydrodynamics by tackling the
Riemann problem, whose exact solution we will compute. We will then go on to grid-based hy-
drodynamics in its flux-conservative (= mass, momentum, energy are conserved up to source
terms, e.g. external forces) formulation and work our way through the details of a building a 1D
(planar) finite-volume hydrodynamics code.

I11.5.1 Characteristics

In §II1.3.4.3, we have already talked about the hyperbolicity of the Euler equations. Here we are
coming back briefly to this, because we will need the eigenstructure (eigenvalues and eigenvectors)
of the Euler equations.

III.5.1.1 Characteristics: The Linear Advection Equation and its Riemann Problem

Before going to the non-linear Euler equations, let’s consider briefly the linear advection equation,

0 0

St vs_u=0. (IL5.1)
This is a linear conservation law and its general solution is given by u(x,t) = u(x — vt,t = 0). The
characteristics (also called characteristic curves of a PDE such as Eq. (II.5.1) are defined as curves
x = x(t) in the (t, x) plane along which the PDE becomes an ODE (see [5] for a full discussion; the
following is an abridged version of what is in [5], §2.2).

Consider x = (f) and regard u as a function of ¢, thatis u(x,t) = u(x(t),t). u changes along
x(t) according to
du Ju dxou
ot + Jrox (II1.5.2)
If the characteristic curve x = x(t) satisfies

dx
i v, (TI1.5.3)

then (IIL.5.1) together with (I11.5.3) and (I11.5.3) gives

du  du ou
This means that u is constant along any characteristic curve x = x(t) satisfying (II1.5.2) with char-
acteristic speed v, the slope of the characteristic curve x = x(t) in the (¢, x) plane. It is often more
convenient to look at the (x,t) plane in which the slope of the characteristic x = x(t) will, of
course, be 1/v (Fig. I11.5.1).

So the linear advection equation has a family of characteristic curves that is a one-parameter
family that is completely determined by the initial position xg at t = 0. Then the characteristic
curve passes through the point (xg,0) and is completely determined by x(t) = xo + vt and char-
acteristic curves with different xg are parallel to each other (a feature of linear PDEs with constant
coefficients).
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A

t | characteristic x = x, + vt

initial point

>
VA X

Figure II1.5.1: Characteristic curves of the linear advection equation for positive characteristic
speed v. The initial condition at t = 0 fixes the position xj.

Eq. (I11.5.3) shows that u remains constant along characteristic curves. So if the initial condition
up(x) = u(x,t = 0) is given, we know that it will stay constant along any characteristic curve
x = xo + vt and the solution for u(x, t) along this curve at all times ¢ is

u(x,t) = up(xp) = ug(x — vt) . (IIL.5.5)
We can formulate and solve the so-called Riemann problem for the linear advection equation:

A
u

>
x=0

Figure II1.5.2: Illustration of the initial data for the Riemann problem of the linear advection equa-
tion.

The initial conditions for this problem are such thatatt = 0,

u(x,t:O):{ up ifx <0,

we ifx o0 (I1.5.6)

Based on the just discussed solution, we expect any point on the initial profile to propagate a
distance d = vt in time ¢. In particular, we expect the initial discontinuity at x = 0 a distance d = vt
in time t. The particular characteristic curve x = vt will then cleanly separate all characteristic
curves to the left, on which the solution takes on the value up, from all characteristic curves to the
right, on which the solution takes on the value ug. This is visualized by Fig. I11.5.3.
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t A characteristic x = x, + vt
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Figure I11.5.3: Characteristic view of the Riemann problem for the linear advection equation. The
characteristic curve passing through the initial discontinuity at x = 0 separates the evolution of
the left and right states.

II1.5.1.2 Eigenstructure of the Euler Equations

Things are a bit more complicated with the Euler Equations. This is due primarily to their non-
linear nature. Here, we work out the eigenvalues and eigenvectors of the Euler equations and
then apply the results to the Riemann problem in §II1.5.2.

In the following, we will always assume that our problem is 1D planar and that there are no
external forces. We will work in the Eulerian frame. The Euler Equations that we have first stated
in §II1.3 are then

do 9 B
0 0 ’ B
<(p0) + =—(pv? +P) = 0, (IIL5.8)
0 0
€+ ((E+Pp) =0, (IIL5.9)

where £ = pe + % pv?. We can recast them into the simple form

0 0

—U+—F=8S, I11.5.10
3 T ox ( )
where the state vector U is
u 1Y
U=|u] = 0o , (I1.5.11)
Uus pe + 2p0?
and the flux vector F is given by
hj pv
F=1|/f]| = pvo + P . (I1.5.12)

f3 (pe + 1pv? + P)v
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We can re-write this system in quasi-linear form (as we did already in §II1.3.4.3 by introducing
the Jacobian

oh 9k Oh

duy Jdup dus

A=F_|0h 3

) 11.5.13
oU ou; Jup Jus ( )
ofs 9fs 9fs
duy Jdup dus
and writing ; ]
5 U+A U=0. (IIL5.14)

In analogy with the linear advection equation (II1.5.1) where v was the characteristic speed, A
contains the (three) characteristic speeds of the Euler equations as its eigenvalues. The character-
istic curves along which the Euler equations reduce to PDEs (they are not constant along these
curves, because they are non-linear) are given by the eigenvectors of A.

The eigenvalues and eigenvectors of A are computed using standard linear algebra:
Eigenvalues: A;
det(A—- A1) =0, (I11.5.15)
and
Right Eigenvectors: K;
AK; = A K; . (I11.5.16)

The Euler equations are hyperbolic, so their eigenvalues are all real and the eigenvectors are a
complete set of linearly independent vectors. Computing the eigenvalues and eigenvectors of the
Euler equations is a bit tedious and we will just state the end results here:

M=0v—¢Cs, Ay =17, As=v+cs, (II1.5.17)

where ¢; is the adiabatic sound speed, and

1 1 1
Ki=| v—c¢ , K, = v , Ks=| v+4¢; , (II1.5.18)
H — vcs 102 H + vc

where H = %vz—i—e—l—P/p.

III.5.2 The Riemann Problem for the Euler Equations

The Riemann problem for the Euler equations is crucial to modern numerical methods for grid-
based hydrodynamics. This is for two reasons: (1) The Riemann problem can be solved exactly
by analytical means (involving Newton iterations to find a root) and thus can be used as a way
of testing numerical implementations of the Euler equations. (2) The solution of the Riemann
problem underlies the widely used Godunov method for numerical hydrodynamics, which we will
discuss in §I11.5.3.
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Figure I11.5.4: Initial conditions for the Riemann problem for the Euler Equations. vy and vy are
initially set to zero.

Detailed discussions of the Riemann problem including its complete and exact solution can be
found in [2, 5]. Here we will only be able to outline its most salient aspects and list results of
lengthy calculations whose details can be found in [5].

The initial conditions for the Riemann problem for the Euler Equations are very similar to the
one for the linear advection equation. At t = 0 a diaphragm separates two regions with different
values of the state variables. We shall call these left (L) and right (R) states. Initially, the velocity
is zero. Let’s consider the case in which the L state is a hot dense gas and the right state is a
cooler, lower density gas. When the diaphragm is removed, the pressure difference between L
and R states will push gas from left to right and a right-moving shock develops. This is why
the Riemann problem is also referred to as the shocktube problem or as the Sod shocktube problem
(because it was Sod who studied a particular Riemann problem in detail). The initial conditions
for the Riemann problem are shown in Fig. I11.5.4.

At t = 0, the diaphragm is removed and taking a snapshot at some time ¢t > 0, a situation as
shown in Fig. II1.5.5 presents itself. We identify five distinct regions, whose development has been
experimentally verified:

(1) Unchanged left (L) fluid.

(2) Rarefaction, expanding left fluid, rarefaction wave propagates to the left, but fluid moves to
the right.

(3) Decompressed left fluid. Connected to (4) by a contact discontinuity (P = const., v = const.)

(4) Compressed right fluid. Connected to (5) by a shock (everything discontinuous).
(5) Unchanged right (R) fluid.

The five regions are separated by characteristic waves, i.e., the characteristics of the Euler
equations discussed in §II1.5.1.2. Figure II1.5.6 shows a schematic view of the characteristics of
the Euler equations in the Riemann problem. The first eigenvalue, A; = v — ¢,, and its eigenvector
K; correspond to backward traveling waves that result in the observed rarefaction. The second
eigenvalue, A, = v, and its eigenvector K result in a contact discontinuity (P = const., v = const.).
The third eigenvalue, A3 = v + ¢5, and its eigenvector K3 result in a shock wave.
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Figure IIL.5.5: Exact solution of a Sod shocktube Riemann problem for I' = 5/3 at t = 0.4. The
initial diaphragm was placed at xp = 0.5. Regions 1 and 5 contain the untouched initial left and
right states, respectively. Region 4 and 5 are connected by the shock, region 3 and 4 are connected
by a contact discontinuity, region 2 has a family of rarefaction waves. Note that we have used the
special-relativistic solution of Marti & Miiller [3], which uses units of the speed of light to measure
velocities. Note: This solution will be replaced in a future version of these notes. It is qualitatively
fine, but makes quantitative comparisons difficult.

In the following, we will a bit more closely look at rarefaction, contact, and shock. The dis-
cussion that we present is heavily inspired by [1, 2, 5] and readers interested in full derivations
should check in particular [5], which has the most extended and clear discussion.

I11.5.2.1 Rarefaction

The rarefaction wave connects the known state in region 1 with the unknown state 3 behind the
contact and p, v, and P (and thus also €) change across a rarefaction. Entropy is constant across
a rarefaction, so we can work with the assumption of isentropic flow and use a polytropic EOS,
P = Kp7. In the present case, shock and contact are moving to the right, while the rarefaction
wave is moving to the left. The rarefaction head (the part that is furthest left) is associated with the
characteristic associated AL = v, — cs, and the rarefaction fail is associated with ATL
These two characteristic curves enclose the rarefaction fan. So, since v; = 0, the rarefaction head
moves to the left with velocity —c,, (which is a constant) and the rarefaction tail moves to the left
with velocity v3 — ¢;, (which is also a constant).

= U3 — CSS'

One can show [1, 5] that across a rarefaction, the so-called Riemann Invariant of Flow stays
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Figure II1.5.6: Characteristic wave diagram for the Riemann problem for the Euler equations. For
each characteristic wave, the corresponding eigenvalue is marked. We have also marked the vari-
ous regions identified in Fig. I11.5.5.

constant:
2¢s

r-1
With this and the assumption that all state variables are single valued and can be expressed in
terms of each other, one derives the state inside the rarefaction,

IL(v,c5) = v+ (I11.5.19)

X — Xo
vz(x,t):,y+1(c51—|— ; ),
2
2 ¥—1 x—xp|7 T
xlt = - 7 D
p2(x,t) = ;1 [er CES I ] (I11.5.20)
2y
2 vy—1 x—xg| T
P(x,t) = P, —
(1) 1[’)’"‘1 (y+1)ecs, ¢ ]

I11.5.2.2 Shock and Contact

We can use the Rankine-Hugoniot conditions laid out in §II1.3.6 to infer information about the
shock wave connecting region 4 with the unshocked state 5. The shock travels with a laboratory-
frame velocity

(II.5.21)

Y+1P  y—1]

2y Ps 2y ’
where we have used P, which we will determine in a second. First, let us write down (derivation
via Rankine-Hugoniot) the velocity of the shocked fluid in region 4 behind the shock,

Us = Cs5 |:

— o5 ( lgebra) 12121 2
vy = p LA PO ComeTet p  py fass . (111.5.22)
P4 p5(Ps + 251 P5)
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Local Riemann Problems
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Figure IIL.5.7: Schematic view of discretized data. Godunov realized that one could solve local
Riemann problems to determine the flow between grid cells and in this way to compute the time
update of the overall solution.

Now, accross the contact discontinuity between regions 4 and 3, both pressure and velocity
remain constant. So we have P, = P; and v3 = v4. Furthermore, at the tail of the rarefaction, we
have P>(RF tail) = P; and v, (RF tail) = v3 (see Fig. II1.5.5). To proceed, we use a version of v,
from Eq. (II1.5.20) that has been rewritten to remove the explicit dependence on position [2, 5],

1
2

1
=1 -1 _ 2 P
o= (P —py | (1- (121 1 . (I11.5.23)
1 2 T (%1>2P1

y+1

Egs. (I11.5.22) and (II1.5.23) represent two curves in the (P, v) plane. They intersect at the tail
of the rarefaction, where regions 2 and 3 meet. Setting the two expressions equal, one can (via
Newton iteration) find P; and thus P, and thus obtains the full solution.

Finally, the contact discontinuity propagates with v3 = vy, so its position at any time t is given
by
Xcp = Xo + vst . (I11.5.24)

An implementation of the exact solution of the Riemann problem as described here can be
found, for example, on Frank Timmes’s webpage [4]. For relativistic flow, an exact solution of the
Riemann problem is still possible and described in [3], which also contains an implementation of
the solution.

I11.5.3 The Godunov Method and Finite-Volume Schemes

The nature of the Euler equations leads to weak solutions, that is solutions that satisfy the integral
form of the Euler equations (i.e., conserve mass, momentum, and energy), but have discontinuities
in the differential representation. This makes it difficult to discretize the Euler equations, since
weak solutions can arise from perfectly smooth flow and lead to oscillatory behavior that must be
controlled.
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Von Neumann and Richtmyer came up with the concept of artificial viscosity [6] to deal with
shocks and oscillations in numerical simulations. We have already mentioned artificial viscosity
in the context of SPH in §II1.4.2.1. This method “smears out” the shock over multiple cells, in this
way avoiding numerical instability, but sacrificing resolution.

In 1959, Godunov had a groundbreaking idea. Numerical data are by their very nature piece-
wise constant in the interior of a computational cell, but discontinuous at cell boundaries. A
schematic view of this is given by Fig. II1.5.7. Godunov realized that by the very discretization
of the domain one is faced with a sequence of local Riemann problems that, in principle, can
be solved exactly! Most modern hydrodynamics codes make use of schemes going back to Go-
dunov’s idea.

One class of methods for numerical hydrodynamics making use of Godunov’s idea are the so-
called finite-volume schemes. These are fully conservative schemes (in the absence of source terms,
i.e. external forces acting on the fluid), which means they conserve mass, momentum, and energy
by construction.

Let us consider a quantity 4. In computational cell i with center coordinate x; and interfaces
xi_1/2 and x;.1/;, the cell average of q is given by
1

7 /w””z (x)d (IIL5.25)
= x)dx , 5.
ql Axl‘ Xi 12 q

where Ax; = x;11/2 — Xi+1/2. Now the change of g be governed by

d 0
&‘7 + af(q) =0. (IT1.5.26)
Then the change of g from ¢; to £, is
ty a
q(x,t2) = g(x, 1) — /t = Flqlx, 1)t (IIL5.27)
1

Analoglously, the change of the cell average is

1 Xit1/2 9
Bilk) = 5y / : {q(x,tl)—'/tl axf(q(x,t))dt}dx. (IIL.5.28)

i—1/2

Provided the flux f is well behaved, the integration order may be reversed. Also, the flow is
perpendicular to the unit area of the cell and, in 1D, df /dx = V f, so we may use Gauss’s law,

Vidx= [ fas, 111529
| vfdx= [ 7 (1.5.29)
to substitute the “volume” integral of df /dx with the values of f at the “surface”:
- i, 1 (b
qi(t2) = qi(t) — - /t [f(q(xiz1/2,t)) — f(q(xiz1/2,t))] dt . (II1.5.30)
1 1

“Flux Difference”

This equation is exact for the cell average II; (no approximation has been made). This is straigh-
forwardly extended to the multi-D case by integrating over each direction separately and adding
up the changes, which still yields an exact results for regular grids.
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There are many ways of implementing finite-volume/Godunov schemes. One of the simplest
is to follow the semi-discrete approach, discretize in space only and then use the Method of Lines
(see §I1.9.3.6) to treat the semi-discretized equation as an ODE and integrate it with standard inte-
grator like Runge-Kutta.

In the semi-discrete case, the spatial order of accuracy of the scheme is set by the accuracy with
which the states g at the cell interfaces x;1,, and x;_1,, are “reconstructed”. The temporal order
of accuracy is set by the order of accuracy in which the time integral on the RHS of Eq. I11.5.30
is handled. All the art is in computing the flux differences using either the exact or approximate
solutions of local Riemann problems.

II1.5.4 Anatomy of a 1D Finite-Volume Hydro Code

Available on Monday 02/20.

I11.5.4.1 Spherical Symmetry

Available on Monday 02/20.
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