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Preface to the Sixth Edition

HE AIM OF THIS book is to provide a coherent state-of-the-art account of the instru-

ments and techniques used in astronomy and astrophysics today. Whilst every effort
has been made to make it as complete and up to date as possible, the author is only too well
aware of the many omissions and skimpily treated subjects throughout the work. For some
types of instrumentation it is possible to give full details of the instrument in its finally
developed form. However, for the ‘new astronomies’ and even some aspects of established
fields, development is occurring at a rapid pace and the details will change between the
writing and publishing of this edition. For those areas of astronomy, therefore, a fairly
general guide to the principles behind the techniques is given and this should enable the
reader to follow the detailed designs in the scientific literature.

With this sixth edition, many new instruments and techniques are included for the first
time and some topics have been eliminated on the grounds that they have not been used by
either professional or amateur astronomers for many years. Other topics, while no longer
employed by professional observers for current work, are included because archive mate-
rial that is still in use was obtained using them and/or because amateur astronomers use
the techniques. A few references to Internet sites have been included but not many because
the sites change so frequently and search engines are now so good. However, this resource
is usually the point of first call for most scientists when they have a query and much mate-
rial, such as large sky surveys, is only available over the Internet. Furthermore, it is used for
the operation of some remote telescopes and it forms the basis of virtual observatories dis-
cussed in the last chapter. The rapid development of techniques for the detection and study
of exoplanets is reflected in several new sections dealing with those specialised techniques.

As in earlier editions, another aim has always been to try and reduce the trend towards
fragmentation of astronomical studies and this is retained in this edition. The new tech-
niques that are required for observing in exotic regions of the spectrum bring their own
concepts and terminology with them. This can lead to the impression that the underlying
processes are quite different, when in fact they are identical, but are merely being discussed
from differing points of view. Thus, for example, the Airy disc and its rings and the polar
diagram of a radio dish do not at first sight look related, but they are simply two different
ways of presenting the same data. As far as possible, therefore, broad regions of the spec-
trum are dealt with as a single area, rather than as many smaller disciplines. The underly-
ing unity of all of astronomical observation is also emphasised by the layout of the book;
the pattern of detection — imaging — ancillary techniques has been adopted so that one

XV
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xvi B Preface to the Sixth Edition

stage of an observation is encountered together with the similar stages required for all
other information carriers. This is not an absolutely hard and fast rule, however, and in
some places it seemed appropriate to deal with topics out of sequence, either in order to
prevent a multiplicity of very small sections or to keep the continuity of the argument
going.

The treatment of the topics is at a level appropriate to a science-based undergraduate
degree. As far as possible the mathematics and/or physics background that may be needed
for a topic is developed or given within that section. In some places it was felt that some
astronomy background would be needed as well, so that the significance of the technique
under discussion could be properly realised. Although aimed at an undergraduate level,
most of the mathematics should be understandable by anyone who has attended a com-
petently taught mathematics course in their final years at school and some sections are
non-mathematical. Thus, many amateur astronomers will find aspects of the book of use
and interest. The fragmentation of astronomy, which has already been mentioned, means
that there is a third group of people who may find the book useful and that is professional
astronomers themselves. The treatment of the topics in general is at a sufficiently high level,
yet in a convenient and accessible form, for those professionals seeking information on
techniques in areas of astronomy with which they might not be totally familiar.

Last, I must pay a tribute to the many astronomers and other scientists whose work is
summarised here. It is not possible to list them by name and to stud the text with detailed
references would have ruined the intention of making the book readable. I would, however,
like to take the opportunity afforded by this preface to express my deepest gratitude to
them all.

Clear skies and good observing to you all!

C. R. Kitchin
November 2013

© 2010 Taylor & Francis Group, LLC



Standard Symbols

M OST OF THE SYMBOLS used in this book are defined when they are first encountered
and that definition then applies throughout the rest of the section concerned. In a
few cases the symbol may have a different meaning in another section - W, for example,
is used as the symbol for the Wiener filter in Section 2.1 and for the linear spectral resolu-
tion in Section 4.1. Such duplication though is avoided as far as possible and the meaning
in any remaining cases should be clear enough. Some symbols, however, have acquired
such a commonality of use that they have become standard symbols amongst astronomers
(and many other scientists). Some of these are listed below and the symbol will not then be
separately defined when it is encountered in the text.

amu  Atomic mass unit = 1.6605 x 10-*” kg

AU  Astronomical Unit = 149,597,870,700 m (exact value by IAU definition - 1.4960 X
10" m or even 1.5 x 10" m suffices for most purposes)
Velocity of light in a vacuum = 2.9979 x 108 m s™!
Charge on the electron = 1.6022 x 10 C

e Symbol for an electron

et Symbol for a positron

eV Electron volt = 1.6022 x 10" ]

G Gravitational constant = 6.670 x 10! N m? kg2

h Planck’s constant = 6.6262 x 1034J s

k Boltzmann’s constant = 1.3806 x 10-2*] K!

ly Light year = 9.4607 x 10" m (= 0.30660 pc = 6.3241 x 10* AU)

Mass of the electron = 9.1096 x 10-3! kg

n Symbol for a neutron

p* Symbol for a proton

pc Parsec = 3.0857 x 10" m (= 3.2616 ly = 2.0626 x 10° AU)

U,B,V Magnitudes through the standard UBV photometric system

2C Symbol for nuclei (normal carbon isotope given as the example). The superscript
is the atomic mass (in amu) to the nearest whole number and the subscript is the
atomic number

Y Symbol for a gamma ray

xvii
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xviii ® Standard Symbols

€, Permittivity of free space = 8.85 x 1072 F m!

A Symbol for wavelength

il Symbol for refractive index (also, n, is widely used)
B, Permeability of a vacuum = 4 & x 107 H m™!

1% Symbol for frequency (also, f, is widely used)

© 2010 Taylor & Francis Group, LLC



CHAPTER 1

Detectors

1.1 OPTICAL DETECTION

1.1.1 Introduction

In this and the immediately succeeding sections, the emphasis is upon the detection of the
radiation or other information carrier and upon the instruments and techniques used to
facilitate and optimise that detection. There is inevitably some overlap with other sections
and chapters and some material might arguably be more logically discussed in a different
order from the one chosen. In particular in this section, telescopes are included as a neces-
sary adjunct to the detectors themselves. The theory of the formation of an image of a point
source by a telescope, which is all that is required for simple detection, takes us most of the
way through the theory of imaging extended sources. Both theories are therefore discussed
together even though the latter should perhaps be in Chapter 2. There are many other
examples such as X-ray spectroscopy and polarimetry that appear in Section 1.3 instead of
Sections 4.2 and 5.2. In general, the author has tried to follow the route detection-imaging-
ancillary techniques throughout the book, but has dealt with items out of this order when
it seemed more natural to do so.

The optical region is taken to include the mid-infrared (MIR), near-infrared (NIR), the
visible and the long-wave ultraviolet regions and thus roughly covers the range from 100
pm to 10 nm (3 THz to 30 PHz*). The techniques and physical processes employed for
investigations over this region bear at least a generic resemblance to each other and so may
be conveniently discussed together.

1.1.2 Detector Types

In the optical region, detectors fall into two main groups: thermal and quantum (or photon)
detectors. Both these types are incoherent - that is to say, only the amplitude of the electro-
magnetic wave is detected; the phase information is lost. Coherent detectors are common

* At longer wavelengths the frequency equivalent of the wavelength is listed (using ¢ = 300,000 km/s for the conversion)
because many astronomers researching in this region are accustomed to working with frequency. Usually this applies
for wavelengths of 10 pm (30 THz) or longer, but the conversion is given at shorter wavelengths when (as here) it seems
appropriate to do so. Similarly at short wavelengths the energy in eV is listed as well as the wavelength.
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at long wavelengths (Section 1.2), where the signal is mixed with that from a local oscillator
(heterodyne principle). Only recently have optical heterodyne techniques been developed in
the laboratory and these have yet to be applied to astronomy.* We may therefore safely regard
all optical detectors as incoherent in practice. With optical aperture synthesis (Section 2.5),
some phase information may be obtained providing that three or more telescopes are used.

In quantum detectors, the individual photons of the optical signal interact directly
with the electrons of the detector. Sometimes individual detections are monitored (photon
counting), at other times the detections are integrated to give an analogue output like that
of the thermal detectors. Examples of quantum detectors include the eye, photographic
emulsion, photomultiplier, photodiode and CCDs.

Thermal detectors, in contrast, detect radiation through the increase in temperature that
its absorption causes in the sensing element. They are generally less sensitive and slower in
response than quantum detectors, but have a much broader spectral response. Examples
include thermocouples, pyroelectric detectors and bolometers.

1.1.3 The Eye

This is undoubtedly the most fundamental of the detectors to a human astronomer
although it is a very long way from being the simplest. It is now rarely used for primary
detection, although there are still a few applications in which it performs comparably with
or possibly even better than other detection systems. Examples of this could be very close
double-star work and planetary observation, in which useful work can be undertaken even
though the eye may have been superseded for a few specific observations by, say, inter-
ferometry and planetary space probes. Visual observing also finds a role in monitoring
the behaviour of long-period variable stars and searching for new novae, supernovae and
comets. More commonly it is necessary to find and/or guide on objects visually whilst they
are being studied with other detectors. Plus there are, of course, the millions of people who
gaze into the skies for pleasure - and that includes most professional astronomers. Thus,
there is some importance in understanding how the eye and especially its idiosyncrasies
and defects can influence these processes.

It is essential to realise that a simple consideration of the eye on basic optical principles
will be misleading. The eye and brain act together in the visual process and this may give
better or worse results than, say, an optically equivalent camera system, depending upon
the circumstances. Thus, on the plus side, the image on the retina is inverted and suffers
from chromatic aberration but the brain compensates for these effects. Likewise, unless we
make a special effort, we are unaware of the lack of an image from the retina over the area
where the optic nerve emerges (the blind spot). The brain also receives two slightly different

* At the time of writing, high-resolution heterodyne spectroscopy at frequencies up to a few terahertz has been demon-
strated in the laboratory. During the lifetime of this sixth edition of Astrophysical Techniques the technique may well
be developed to the point where it is used for observing real objects in the sky. Since a frequency of 3 THz corresponds
to a wavelength of 100 um, then on the definition of ‘optical region’ used here, we may hope to see the birth of coherent
optical astronomical observing before the next edition appears.

Within optical interferometers, the phase information in the incoming signals is used to obtain the instrument’s
results. But this is done by combining the radiation beams before they are picked up by the detectors. Even in optical
interferometers, the detectors themselves remain incoherent devices.
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images from the two eyes, but instead of this causing us to see a blurred image we interpret
the difference in terms of distance away from us.

Conversely, high-contrast objects or structures near the limit of resolution, such as plan-
etary transits of the Sun and the Martian ‘canals’, may be interpreted falsely. A more widely
experienced example is that the full moon appears to be larger when it is close to the hori-
zon than when it is high in the sky. These various effects are partially physical and partially
psychological. Thus, the difficulty in seeing a clear separation between the limb of the
Sun and the silhouette of Mercury or Venus (the teardrop effect) during a transit probably
arises through the cross connection of the eye’s detector cells. The ‘moon illusion’ is almost
certainly due to the effect of the brain’s expectation about what it sees in the sky. Although
the sky is often referred to as being hemispherical, the fact that clouds are closer to us when
they are overhead than when near the horizon leads us to anticipate that the same will be
true of all objects. Thus, although the full moon near the horizon has the same angular
size as when it is higher in the sky,* we think that it is further away and thus think that it is
larger. The Martian canals are an example of pareidolia whereby the brain interprets un-
familiar or random images in terms of things with which it is more familiar. Our ability to
imagine faces in Rorschach ink blots, odd rock formations, inter-stellar nebulae (think of
NGC 2392 — the Eskimo nebula) and so forth arises in this fashion.

The optical principles of the eye are shown in Figure 1.1. The receptors in the retina
(Figure 1.2) are of two types: cones for colour detection (photopic vision) and rods for black

* In fact the angular size of the full moon near the horizon is slightly smaller than when it is higher in the sky. First, it is
further away from the observer by about 6000 km (the Earth’s radius) and second differential refraction in the Earth’s
atmosphere ‘squashes’ it slightly in the vertical direction.
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and white reception at higher sensitivity (scotopic vision*). The light passes through the
outer layers of nerve connections before arriving at these receptors. In the rods a pigment
known as rhodopsin or, from its colour, visual purple, absorbs the radiation. It is a complex
protein with a molecular weight of about 40,000 amu. It is arranged within the rods in lay-
ers about 20 nm thick and 500 nm wide and may comprise up to 35% of the dry weight of
the cell. Under the influence of light a small fragment of the rhodopsin will split off. This
fragment, or chromophore, is a vitamin A derivative called retinal or retinaldehyde and
has a molecular weight of 286 amu. One of its double bonds changes from a cis to a trans
configuration (Figure 1.4) within a picosecond of the absorption of the photon. The por-
tion left behind is a colourless protein called opsin. The instant of visual excitation occurs
at some stage during the splitting of the rhodopsin molecule, but its precise mechanism is
not yet understood. The reaction causes a change in the permeability of the receptor cell’s
membrane to sodium ions, thus causing the electrical potential of the cell to become more
negative (going from about —40 mV in the dark to =70 mV in the light). The change in
potential then propagates through the nerve cells to the brain. The rhodopsin molecule is
then slowly regenerated. The resulting response curve of the rod cells to light is shown in
Figures 1.3 and 1.5.

* The intermediate situation is termed mesopic vision.
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The response of the cones is probably due to a similar mechanism to that of the rods.
A pigment known as iodopsin is found in cones and this also contains the retinaldehyde
group. Cone cells, however, are of three varieties with differing spectral sensitivities,
peaking at 440 nm (blue), 535 nm (green) and 565 nm (often labelled ‘red’ although yel-
low/orange would be more accurate*). There are three slightly different iodopsins, called
cyanolabe, chlorolabe and erythrolabe, respectively, which are responsible for the three

* The seven colours of the rainbow conventionally have central wavelengths of about 400 nm (violet), 450 nm (indigo),
470/480 nm (blue), 510 nm (green), 570 nm (yellow), 590 nm (orange) and 650 nm (red).
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FIGURE 1.5 Overall response curves for the retina’s rod and cone cells taking into account the
absorption within the eye’s lens and macula and the relative abundances of the three types of cone
cell (assumed here to be in the ratio 5:30:65 for the blue-sensitive, green-sensitive and red-sensitive
cells, respectively). The numbers of rod and cone cells are assumed to be equal. (Based upon data
published by the CIE.) These curves show how the eye actually sees things, but can vary markedly
over the retina, with age and between individuals.

differing responses. The three types of cone cell are not present in the retina in equal quan-
tities and their relative proportions vary within the retina. Typically, the red-sensitive and
green-sensitive cones each comprise between a third and three-fifths of all the cones in a
particular area of the retina, whilst the blue-sensitive cones form only about a sixteenth to
an eighth of the total. The intrinsic responses (Figure 1.3) of the cells also varies.

Whilst the commonly used criterion for the effectiveness of a detector — quantum effi-
ciency - is not easy to assess for the eye, for comparison purposes the values of 3% (cones)
and 10% (rods) at the peak of their response curves are probably about right.

In bright light much of the rhodopsin in the rods is split into opsin and retinaldehyde
and their sensitivity is therefore much reduced. Vision is then provided primarily by the
cones, although even at the peak, their sensitivity is only about 40% of the maximum for
the rods. The three varieties of cones combine their effects to produce colour vision. At
low light levels only the rods are triggered by the radiation and vision is then in black and
white. The overall spectral sensitivities of the rods and cones differ (Figures 1.3 and 1.5),
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with that of the rods peaking at about 510 nm and the combined response of the cones
peaking at 550 nm. This shift in sensitivity is called the Purkinje effect. It can be a problem
for double-star observers since it may cause a hot and bright star to have its magnitude
underestimated in comparison with a cooler and fainter star and vice versa.

Upon entering a dark observatory from a brightly illuminated room, the rhodopsin in
the rods slowly re-forms over about half an hour; their sensitivity therefore improves con-
currently. Thus, we have the well-known phenomenon of dark adaptation, whereby far
more can be distinguished after a few minutes in the dark than can be detected initially.
If sensitive vision is important for an observation, then for optimum results, bright lights
should be avoided for half an hour before the observation is made.

As may be seen from Figures 1.3 and 1.5, the rods’ response is effectively zero for wave-
lengths longer than about 600 nm. Lights radiating in this part of the spectrum will there-
fore not deplete the rods’ rhodopsin, but may still be made bright enough to trigger photopic
vision via the cones. Most observatories are therefore illuminated with red light in order to
try and minimise any loss of dark adaptation. However, it should be noted that the lights
must then be a very deep red indeed (a far deeper red than in the author’s experience is
actually used in most observatories) and have no emissions (leaks) at shorter wavelengths.

There is also a down side to dark adaptation. A small part of the change in the eye’s
response is due to the pupil expanding in size from about 2 mm diameter under high
levels of illumination to about 7 mm in the dark. The change in pupil size typically takes
about 4 seconds to occur (so most of dark adaptation results from the slower regeneration
of the rhodopsin). However, the eye’s lens suffers from spherical aberration which blurs
the images produced by it and this effect worsens as the pupil’s diameter increases. Thus,
the images that we see when our eyes have become dark-adapted are fuzzier than normal
experience would suggest and resolving fine details within the images is more difficult
than we might expect.

Astronomical observation is generally due to rod vision. Usually with a dark-adapted
eye, between one and ten photons are required to trigger an individual rod. However, sev-
eral rods must be triggered in order to result in a pulse being sent to the brain. This arises
because many rods are connected to a single nerve fibre. Most cones are also multiply
connected, although a few, particularly those in the fovea centralis, have a one-to-one rela-
tionship with nerve fibres. The total number of rods is about 108 with about 6 x 10° cones
and about 10° nerve fibres, so that upwards of a hundred receptors can be connected to a
single nerve. In addition there are many cross connections between groups of receptors.
The cones are concentrated towards the fovea centralis, where their separation may be as
little as 2.3 pm and this is the region of most acute vision.

The rods form an increasing proportion of the light sensors of the eye towards the periph-
ery of its field of view, peaking at about 30 rods for every cone at 8 to 10 mm from the fovea
centralis. Towards the outer edge of the retina, the number of rods per square millimetre
falls off so that their separation increases to some 14 pm. This variation in the relative
proportions of types of rods and cones across the retina leads to the phenomenon called
averted vision, whereby a faint object only becomes visible when not looked at directly.
Its image is then falling onto a region of the retina richer in rods when the eye is averted
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from its direct line of sight. The combination of differing receptor sensitivities, change in
pigment concentration and aperture adjustment by the iris mean that the eye is usable for
illuminations* differing by a factor of around 10 between the brightest and faintest.

The Rayleigh limit (Equation 1.34) of resolution of the eye is about 20 seconds of arc
when the iris has its maximum diameter of 5 to 7 mm. But for two separate images to be
distinguished, they must be separated on the retina by at least one unexcited receptor cell.
So that even for images on the fovea centralis the actual resolution is between one or two
minutes of arc. This is much better than elsewhere on the retina since the fovea centralis is
populated almost exclusively by small tightly packed cones, many of which are singly con-
nected to the nerve fibres. Its slightly depressed shape may also cause it to act as a diverging
lens producing a slightly magnified image in that region. Away from the fovea centralis the
multiple connection of the rods, which may be as high as a thousand receptors to a single
nerve fibre, degrades the resolution far beyond this figure. Other aberrations and vari-
ations between individuals in their retinal structure means that the average resolution of
the human eye lies between 5 and 10 minutes of arc for point sources. Linear sources such
as an illuminated grating can be resolved down to 1 minute of arc fairly commonly. The
effect of the granularity of the retina is minimised in images by rapid oscillations of the eye
through a few tens of seconds of arc with a frequency of a few hertz, so that several recep-
tors are involved in the detection when averaged over a short time.

With areas of high contrast, the brighter area is generally seen as too large, a phenom-
enon that is known as irradiation. We may understand this as arising from stimulated
responses of unexcited receptors due to their cross connections with excited receptors.
We may also understand the eye fatigue that occurs when staring fixedly at a source (for
example when guiding on a star) as being due to depletion of the sensitive pigment in those
few cells covered by the image. Averting the eye very slightly will then focus the image onto
different cells, thereby reducing the problem. Alternatively, the eye can be rested momen-
tarily by looking away from the eyepiece to allow the cells to recover.

The response of vision to changes in illumination is over the central part of the intensity
range is approximately logarithmic (the Fechner law"). That is to say, if two sources, A and
C, are observed to differ in brightness by a certain amount and a third source, B, appears
to the eye as midway in brightness between them, then the energy from B will differ from
that from A by the same factor as C differs from B. Thus, if we use L to denote the perceived
luminosity and E to denote the actual energy of the sources then for

1
L= E(LA +Lc) (1.1)

* The upper limit is given by levels of illumination likely to cause damage to the eye. Safe viewing of the Sun requires its
intensity to be reduced by a factor of about 1/30,000 (Section 5.3) and this is then about 0.5 x 10° times brighter than a
magnitude 6 star or 2 x 10° times brighter than a magnitude 7.5 star.

* Sometimes called the Weber—Fechner law, although strictly the Weber law is a different formulation of the same physical
phenomenon.
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This phenomenon is the reason for the nature of the magnitude scale used by astrono-
mers to measure stellar brightnesses (Section 3.1), since that scale had its origins in the eye
estimates of stellar luminosities by the ancient astronomers. The faintest stars visible to the
dark-adapted naked eye from a good observing site on a good clear moonless night are of
about magnitude six. This corresponds to the detection of about 3 x 101> W or about 8000
visible light photons per second. Special circumstances or especially sensitive vision may
enable this limit to be improved upon by some one to one and a half stellar magnitudes
(x2 to x4). Conversely the normal ageing processes in the eye, such as a decreasing abil-
ity to dilate the eye’s pupil and increasing numbers of ‘floaters’, etc., mean that the retina
of a 60-year-old person receives only about 30% of the amount of light seen by a person
half that age.* Eye diseases and problems such as cataracts may reduce this much further.
Observers should expect a reduction in their ability to perceive very faint objects as time
goes by.

1.1.4 Semiconductors

The photomultiplier, charge-coupled device (CCD) and several of the other detectors con-
sidered later derive their properties from the behaviour of semiconductors. Thus, some
discussion of the relevant aspects of these materials is a necessary prerequisite to a full
understanding of detectors of this type.

Conduction in a solid may be understood by considering the electron energy levels.
For a single isolated atom they are unperturbed and are the normal atomic energy levels.
As two such isolated atoms approach each other their interaction causes the levels to split
(Figure 1.6). If further atoms approach, then the levels develop further splits, so that for N
atoms in close proximity to each other, each original level is split into N sub-levels (Figure
1.7). Therefore, within a solid, each level becomes a pseudo-continuous band of permitted
energies since the individual sub-levels overlap each other. The energy level diagram for a
solid thus has the appearance shown in Figure 1.8. The innermost electrons remain bound
to their nuclei, whilst the outermost electrons interact to bind the atoms together. They
occupy an energy band called the valence band.

In order to conduct electricity through such a solid, the electrons must be able to move
within the solid. From Figure 1.8 we may see that free movement could occur for electrons
within the valence and higher bands. However, if the original atomic level that became
the valence band upon the formation of the solid was fully occupied by electrons, then all
the sub-levels within the valence band will still be fully occupied. If any given electron is
to move under the influence of an electric potential, then its energy must increase. This it

* The eye is fully formed by the time a person is about age 13 and almost so from the age of about age 3 onwards. There are
thus no equivalent age-related changes amongst young people.
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FIGURE 1.6 Schematic diagram of the splitting of two of the energy levels of an atom due to its
proximity to another similar atom.
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FIGURE 1.7 Schematic diagram of the splitting of two of the energy levels of an atom due to its

proximity to many similar atoms.

cannot do since all the sub-levels are occupied and so there is no vacant level available for
it at this higher energy. Thus, the electron cannot move after all. Under these conditions we
have an electrical insulator.

If the material is to be a conductor, we can now see that there must be vacant sub-levels
that the conduction electron can enter. There are two ways in which such empty sub-levels
may become available. Either the valence band is unfilled, for example when the original
atomic level had only a single electron in an s sub-shell, or one of the higher energy bands
becomes sufficiently broadened to overlap the valence band. In the latter case at a tempera-
ture of absolute zero, all the sub-levels of both bands will be filled up to some energy that
is called the Fermi level. Higher sub-levels will be unoccupied. As the temperature rises
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FIGURE 1.8  Schematic energy level diagram of a solid.

some electrons will be excited to some of these higher sub-levels, but will still leave room
for conduction electrons.

A third type of behaviour occurs when the valence and higher bands do not actually
overlap, but have only a small energy separation.* Thermal excitation may then be suffi-
cient to push a few electrons into some of the higher bands. An electric potential can now
cause the electrons in either the valence or the higher band to move. The material is known
as a semiconductor since its conductivity is generally better than that of an insulator but
considerably poorer than that of a true conductor. The higher energy bands are usually
known as the conduction bands.

A pure substance will have equal numbers of electrons in its conduction bands and of
spaces in its valence band. However, an imbalance can be induced by the presence of atoms
of different elements from that forming the main semiconductor. If the valence band is
full and one atom is replaced by another that has a larger number of valence electrons (a
donor atom), then the excess electron(s) usually occupy new levels in the gap between the
valence and conduction bands close to the bottom of the conduction band. From there they
may more easily be excited into the conduction band by thermal motions or other energy
sources. The semiconductor is then an n-type since any current within it will largely be
carried by the (negative) electrons in the conduction band.

* The gaps in the widely used semiconductors silicon and germanium are 1.09 and 0.72 eV, respectively.
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In the other case, when an atom is replaced with one that has fewer valence electrons (an
acceptor atom), new, empty levels will be formed just above the top of the valence band.
Electrons from the valence band can easily be excited into these new levels leaving energy
gaps in the valence band. Physically this means that an electron bound to an atom within
the crystal is now at a higher, but still bound, energy level. However, the excited electron
no longer has an energy placing it within the valence band. Other electrons in the valence
band can thus now take up the energy ‘abandoned’ by the excited electron. Physically this
means that a valence electron is now able to move within the crystal. Without an exter-
nally applied voltage the electron movement will be random, but if there is an externally
applied voltage then the electron will move from the negative potential side towards the
positive potential side. The movement will comprise that of an electron from a neighbour-
ing atom hopping over to the atom that has the gap in its electron structure. The moving
atom will then be bound to its new atom but will have left a gap in the electron structure
of its originating atom. An electron from the next atom over can now therefore hop into
that gap. A third electron from the next atom over can then hop into this new gap — and so
on. Since the hops occur rapidly, the appearance to an external observer would be that of
the absence of an electron within the atoms’ electron structures moving continuously from
the positive side towards the negative side. The absence of a (negatively charged) electron,
however, is equivalent to the presence of an equivalent positive charge. The process is thus
usually visualised, not as comprising a series of electron hops, but as the continuous move-
ment of a positively charged particle, called a hole, in the opposite direction. This type of
semiconductor is called a p-type (from positive charge carrier) and its currents are thought
of as mainly being transported by the movement of the positive holes in the valence band.

1.1.4.1 The Photoelectric Effect

The principle of the photoelectric effect is well known; the material absorbs a photon with
a wavelength less than the limit for the material and an electron is then emitted from
the surface of the material. The energy of that electron is a function of the energy of the
photon, whilst the number of electrons depends upon the intensity of the illumination. In
practice, the situation is somewhat more complex, particularly when what we are inter-
ested in is specifying the properties of a good photoemitter.

The main requirements are that the material should absorb the required radiation effi-
ciently and that the mean free paths of the released electrons within the material should
be greater than that of the photons. The relevance of these two requirements may be most
simply understood from looking at the behaviour of metals in which neither condition is
fulfilled. Since metals are conductors, there are many vacant sub-levels near their Fermi
levels (see the earlier discussion). After absorption of a photon, an electron is moving rap-
idly and energetically within the metal. Collisions will occur with other electrons and
since these electrons have other nearby sub-levels that they may occupy, they can absorb
some of the energy from our photoelectron. Thus, the photoelectron is slowed by collisions
until it may no longer have sufficient energy to escape from the metal even if it does reach
the surface. For most metals the mean free path of a photon is about 10 nm and that of
the released electron less than 1 nm, thus the number of electrons eventually emitted is
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very considerably reduced by collisional energy losses. Furthermore, the high reflectivity
of metals results in only a small fraction of the suitable photons being absorbed and so the
actual number of electrons emitted is only a very small proportion of those potentially
available.

A good photoemitter must thus have low energy loss mechanisms for its released elec-
trons whilst they are within its confines. The loss mechanism in metals (collision) can
be eliminated by the use of semiconductors or insulators. Therefore, the photoelectron
cannot lose significant amounts of energy to the valence electrons because there are no
vacant levels for the latter to occupy, nor can it lose much energy to the conduction elec-
trons because there are very few of these around. In insulators and semiconductors, the
two important energy loss mechanisms are pair production and sound production. If the
photoelectron is energetic enough, then it may collisionally excite other valence electrons
into the conduction band thus producing pairs of electrons and holes. This process may be
eliminated by requiring that E;, the minimum energy to excite a valence electron into the
conduction band of the material (Figure 1.9), is larger than E,, the excess energy available
to the photoelectron. Sound waves or phonons are the vibrations of the atoms in the mate-
rial and can be produced by collisions between the photoelectrons and the atoms especially
at discontinuities in the crystal lattice etc. Only 1% or so of the electron’s energy will be lost
at each collision because the atom is so much more massive than the electron. However, the
mean free path between such collisions is only 1 or 2 nm so that this energy loss mecha-
nism becomes very significant when the photoelectron originates deep in the material. The
losses may be reduced by cooling the material since this then reduces the available number
of quantised vibration levels in the crystal and also increases the electron’s mean free path.

The minimum energy of a photon if it is to be able to produce photoemission is known
as the work function and is the difference between the ionisation level and the top of the

Ionisation
limit

Conduction
band

Valence
band

FIGURE 1.9 Schematic partial Grotrian diagram of a good photoemitter.
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valence band (Figure 1.9). Its value may, however, be increased by some or all of the energy
loss mechanisms mentioned above. In practical photoemitters pair production is particu-
larly important at photon energies above the minimum and may reduce the expected flux
considerably as the wavelength decreases. The work function is also strongly dependent
upon the surface properties of the material; surface defects, oxidation products, impuri-
ties etc. can cause it to vary widely even amongst samples of the same substance. The work
function may be reduced if the material is strongly p-type and is at an elevated tempera-
ture. Vacant levels in the valence band may then be populated by thermally excited elec-
trons, bringing them nearer to the ionisation level and so reducing the energy required to
let them escape. Since most practical photoemitters are strongly p-type, this is an impor-
tant process and confers sensitivity at longer wavelengths than the nominal cut-off point.
The long-wave sensitivity, however, is variable since the degree to which the substance is
p-type is strongly dependent upon the presence of impurities and so is very sensitive to
small changes in the composition of the material.

1.1.5 A Detector Index

After the natural detector formed by the eye, there are numerous types of artificial optical
detectors. Before looking at some of them in more detail however, it is necessary to place
them in some sort of logical framework or the reader is likely to become confused rather
than enlightened by this section. We may idealise any detector as simply a device wherein
some measurable property changes in response to the effects of electromagnetic radiation.
We may then classify the types of detector according to the property that is changing and
this is shown in Table 1.1.

Other processes may be sensitive to radiation but fail to form the basis of a useful detec-
tor. For example we can feel the (largely infrared) radiation from a fire directly on our

TABLE 1.1 Classification Scheme for Types of Detectors

Sensitive Parameter Detector Names Class
Voltage Photovoltaic cells Quantum
Thermocouples Thermal
Pyroelectric detectors Thermal
Resistance Blocked impurity band device Quantum
Bolometer Thermal
Photoconductive cell Quantum
Phototransistor Quantum
Transition edge sensor Thermal
Charge Charge-coupled device Quantum
Current Superconducting tunnel junction Quantum
Electron excitation Photographic emulsion Quantum
Electron emission Photomultiplier Quantum
Television Quantum
Image intensifier Quantum

Chemical composition Eye Quantum




Detectors m 15

skin but this process is not sensitive enough to form an infrared detector for any celestial
objects other than the Sun. Conversely as yet unutilised properties of matter such as the
initiation of stimulated radiation from excited atomic states as in the laser or maser may
become the basis of detectors in the future.

1.1.6 Detector Parameters

Before resuming discussion of the detector types listed in Table 1.1, we need to establish the
definitions of some of the criteria used to assess and compare detectors. The most impor-
tant of these are listed in Table 1.2.

For purposes of comparison, D* is generally the most useful parameter. For photomulti-
pliers in the visible region it is around 10*° to 10'°. Figures for the eye and for photographic

TABLE 1.2 Criteria for Assessment and Comparison of Detectors

QE (quantum
efficiency)

DQE (detective
quantum)

T (time constant)

Dark noise

NEP (noise
equivalent
detectable power)

D (detectivity)
D* (normalised
detectivity)

R (responsivity)

Dynamic range
Spectral response

\,, (peak
wavelength)

A, (cut-off
wavelength)

Ratio of the actual number of photons that are detected to the number of incident
photons.

Square of the ratio of the output signal/noise ratio to the input signal/noise efficiency
ratio.

This has various precise definitions. Probably the most widespread is that 7 is the time
required for the detector output to approach to within (1 - e?) of its final value after a
change in the illumination; i.e. the time required for about 63% of the final change to
have occurred.

The output from the detector when it is un-illuminated. It is usually measured as a
root-mean-square voltage or current.

The radiative flux as an input, that gives an output signal-to-noise ratio of power or
minimum unity. It can be defined for monochromatic or black body radiation and is
usually measured in watts.

Reciprocal of NEP. The signal-to-noise ratio for incident radiation of unit intensity.

The detectivity normalised by multiplying by the square root of the detector area and
by the electrical bandwidth. It is usually pronounced ‘dee star’

D ()" (1.3)
NEP

The units, cm Hz2 W-!, are commonly used and it then represents the signal-to-noise
ratio when 1 W of radiation is incident on a detector with an area of 1 cm? and the
electrical bandwidth is 1 Hz.

Detector output for unit intensity input. Units are usually volts per watt or amps per
watt. For the human eye it is called the luminosity function (Figures 1.3 and 1.5) and
its unit is lumens per watt.

Ratio of the saturation output to the dark signal. Sometimes only defined over the
region of linear response.

The change in output signal as a function of changes in the wavelength of the input
signal. Usually given as the range of wavelengths over which the detector is useful.

The wavelength for which the detectivity is a maximum.

There are various definitions. Amongst the commonest are wavelength(s) at which the
detectivity falls to zero, wavelength(s) at which the detectivity falls to 1% of its peak
value, wavelength(s) at which D* has fallen to half its peak value.
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emulsion are not directly obtainable, but values of 10'? to 10 can perhaps be used for both
to give an idea of their relative performances.

1.1.7 Cryostats

The noise level in many detectors can be reduced by cooling them to below ambient tem-
perature. Indeed for some detectors, such as superconducting tunnel junctions (STJs) and
transition edge sensors (TESs), cooling to very low temperatures is essential for their oper-
ation. Small CCDs produced for the amateur market are usually chilled by Peltier-effect
coolers, but almost all other approaches require the use of liquid nitrogen or liquid helium
as the coolant. Since these materials are both liquids, they must be contained in such a way
that the liquid does not spill out as the telescope moves. The container is called a cryostat
and whilst there are many different detailed designs, the basic requirements are much the
same for all detectors. In addition to acting as a container for the coolant, the cryostat must
ensure that the detector and sometimes pre-amplifiers, filters, optical components etc. are
cooled whatever the position of the telescope, that the coolant is retained for as long as
possible, that the evaporated coolant can escape, and that the detector and other cooled
items do not ice up.

These requirements invariably mean that the container is a Dewar (vacuum flask) and
that the detector is behind a window within a vacuum or dry atmosphere. Sometimes the
window is heated to avoid ice forming on its surface. Most cryostats are designed like a
bath and are essentially simply tanks containing the coolant with the detector attached
to the outside of the tank or linked to it by a thermally conducting rod. Such devices can
only be half filled with the coolant if none is to overflow as they are tilted by the telescope’s
motion. However, if the movement of the telescope is restricted, higher levels of filling
may be possible. Hold times of a few days between refilling with coolant can currently
be achieved. In cases where the detector is not tilted, such as when operating at Nasmyth
or Coudé foci, or if the instrument is in a separate laboratory fed by fibre optics from the
telescope, continuous flow cryostats can be used where the coolant is supplied from a large
external reservoir and hold times of weeks, months or longer are then possible.

Closed cycle cryostats have the coolant contained within a completely sealed enclo-
sure. The exhausted (warm) coolant is collected, recooled and reused. This type of cryostat
design is mostly needed when (expensive) liquid or gaseous helium is the coolant. Open
cycle cryostats allow the used coolant to escape from the system. It is then simply vented
to the atmosphere or may, especially for helium, be collected and stored for future use in a
separate operation.

The detector, its immediate electronics and sometimes filters or other nearby optical
components are usually cooled to the lowest temperature. Other parts of the instrument
such as heat shields, windows and more distant optical components may not need to be
quite so cold. Hence, especially when helium is the main coolant, cheaper cryogens may be
used for these less critical components. Thus, a Stirling engine used in reverse can routinely
cool down to 70 K and in exceptional circumstances down to 40 K (a multi-stage variant on
the Stirling system called a pulse tube refrigerator and utilising helium as its working fluid
has recently achieved 1.7 K), liquid nitrogen is usually around 77 K, dry ice (solid carbon
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dioxide - not currently used much by astronomers — reaches 195 K and Peltier coolers can
go down to around 220 K, depending upon the ambient temperature.

Bolometers, STJs and TESs require cooling to temperatures well below 1 K. Temperatures
down to about 250 millikelvin (mK) can be reached using liquid 3 He. The ; He itself has to
be cooled to below 2 K before it liquefies and this is achieved by using 5 He under reduced
pressure. Temperatures down to a few mK require a dilution refrigerator. This uses a mix of
3 He and ; He at a temperature lower than 900 mK. The two isotopes partially separate out
under gravity, but the lower 5 He layer still contains some 3 He. The 5 He is removed from
the lower layer, distilling it off at 600 mK in a separate chamber. This forces some ;He
from the upper layer to cross the boundary between the two layers to maintain the equi-
librium concentration. However, crossing the boundary requires energy and this is drawn
from the surroundings, thereby cooling them. The submillimetre common user bolometer
array (SCUBA)-2, for example, (see bolometers below) uses a dilution refrigeration system
in order to operate at 100 mK. An alternative route to millikelvin temperatures is the adia-
batic demagnetisation refrigerator. The ions in a paramagnetic salt are first aligned by a
strong magnetic field. The heat generated in this process is transferred to liquid helium via
a thermally conducting rod. The rod is then moved from contact with the salt, the mag-
netic field is reduced and the salt cools adiabatically.

1.1.8 Charge Coupled Devices (CCDs)

Willard Boyle and George Smith invented CCDs in 1969 at the Bell telephone labs for
use as a computer memory. The first application of CCDs within astronomy as optical
detectors occurred in the late 1970s. Since then they have come to dominate completely
the detection of optical radiation at professional observatories and are very widely used
amongst amateur astronomers. Their popularity arises from their ability to integrate the
detection over long intervals, their dynamic range (>10°), linear response, direct digital
output, high quantum efliciency, robustness, wide spectral range and from the ease with
which arrays can be formed to give two-dimensional imaging. In fact, CCDs can only be
formed as an array; a single unit is of little use by itself.

The basic detection mechanism is related to the photoelectric effect. Light incident on
a semiconductor (usually silicon) produces electron-hole pairs, as we have already seen.
These electrons are then trapped in potential wells produced by numerous small elec-
trodes. There they accumulate until their total number is read out by charge coupling the
detecting electrodes to a single read-out electrode.

An individual unit of a CCD is shown in Figure 1.10. The electrode is insulated from
the semiconductor by a thin oxide layer. In other words, the device is related to the metal
oxide-silicon (MOS) transistors. The electrode is held at a small positive voltage that is suf-
ficient to drive the positive holes in the p-type* silicon away from its vicinity and to attract
the electrons into a thin layer immediately beneath it. The electron-hole pairs produced
in this depletion region by the incident radiation are thereby separated and the electrons
accumulate in the storage region. Thus, an electron charge is formed whose magnitude is

* Boron is usually the doping element.
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FIGURE 1.10 Basic unit of a CCD.

a function of the intensity of the illuminating radiation. In effect, the unit is a radiation-
driven capacitor.

Now if several such electrodes are formed on a single silicon chip and zones of very
high p-type doping insulate the depletion regions from each other, then each will develop
a charge that is proportional to its illuminating intensity.* Thus, we have a spatially and
electrically digitised reproduction of the original optical image (Figure 1.11).

All that remains is to retrieve this electron image in some usable form. This is accom-
plished by the charge coupling. Imagine an array of electrodes such as those we have
already seen in Figure 1.11, but without their insulating separating layers. Then if one such
electrode acquired a charge, it would diffuse across to the nearby electrodes. However, if
the voltage of the electrodes on either side of the one containing the charge were reduced,
then their hole depletion regions would disappear and the charge would once again be con-
tained within two p-type insulating regions (Figure 1.12). This time, however, the insulat-
ing regions are not permanent but may be changed by varying the electrode voltage. Thus,
the stored electric charge may be moved physically through the structure of the device by
sequentially changing the voltages of the electrodes. Hence, in Figure 1.12, if the voltage on
electrode C is changed to about +10 V, then a second hole depletion zone will form adjacent
to the first. The stored charge will diffuse across between the two regions until it is shared
equally. Now if the voltage on electrode B is gradually reduced to +2 V, its hole depletion
zone will gradually disappear and the remaining electrons will transfer across to be stored
under electrode C. Thus, by cycling the voltages of the electrodes as shown in Figure 1.13,
the electron charge is moved from electrode B to electrode C.

With careful design the efficiency of this charge transfer (or coupling) may be made as
high as 99.9999%. Furthermore, we may obviously continue to move the charge through

* Unless anti-blooming is used - see later in this chapter - the electron charge is linearly related to the optical intensity, at least
until the number of electrons approaches the maximum number that the electrode can hold (known as the well capacity).
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FIGURE 1.12  Active electron charge trapping in a CCD.

the structure to electrodes D, E, F etc. by continuing to cycle the voltages in an appropri-
ate fashion. Eventually the charge may be brought to an output electrode from whence its
value may be determined by discharging it through an integrating current metre or some
similar device. In the scheme outlined here, the system requires three separate voltage
cycles to the electrodes in order to move the charge and hence it is known as a three-phase
CCD (variants on the basic CCD are discussed below and a quick-reference glossary of
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FIGURE 1.13  Voltage changes required to transfer charge from Electrode B to Electrode C in the
array shown in Figure 1.12.

them may be found in Appendix D). Three separate circuits are formed, with each elec-
trode connected to those three before and three after it (Figure 1.14). The voltage supplies —
alpha, beta and gamma (Figure 1.14) - follow the cycles shown in Figure 1.15 in order to
move charge packets from the left towards the right (Figure 1.16). Since only every third
electrode holds a charge in this scheme the output follows the pattern shown schematically
at the bottom of Figure 1.15. The order of appearance of an output pulse at the output elec-
trode is directly related to the position of its originating electrode in the array. Thus, the
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FIGURE 1.14  Connection diagram for a three-phase CCD.
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FIGURE 1.15  Voltage and output cycles for a three-phase CCD.

original spatial charge pattern and hence the original optical image may easily be inferred
from the time-varying output.

The complete three-phase CCD is a combination of the detecting and charge transfer
systems. Each pixel* has three electrodes and is isolated from pixels in adjacent columns by
insulating barriers (Figure 1.17). During an exposure electrodes B are at their full voltage
and the electrons from the whole area of the pixel accumulate beneath them. Electrodes A
and C meanwhile are at a reduced voltage and so act to isolate each pixel from its neigh-
bours along the column. When the exposure is completed, the voltages in the three elec-
trode groups are cycled as shown in Figure 1.15 until the first set of charges reaches the end
of the column. At the end of the column a second set of electrodes running orthogonally to
the columns (Figure 1.17) receives the charges into the middle electrode for each column.
That electrode is at the full voltage and its neighbours are at reduced voltages, so that each
charge package retains its identity. The voltages in the read-out row of electrodes are then
cycled to move the charges to the output electrode where they appear as a series of pulses.

* Pixel is a commonly used term for an individual detecting unit within an array detector of any type. It is derived from
‘picture element’.
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FIGURE 1.16 The movements of several packets of electrons through the physical structure of a
three-phase CCD array. For clarity only six electrical connections are shown, but all the electrodes
are connected to one of the three power supplies (a, B or y), also the full CCD would comprise
upwards of a million such electrodes. (a) Power supply [ is at +10 V and power supplies o and y at
+2 V. Every third electrode thus has an enhanced positive region (hole depletion zone) below it into
which the photoelectrons accumulate. (b) Power supplies p and y are at +10 V and power supply o
is at +2 V. The enhanced positive regions have expanded to cover the original electrodes and their
right-hand neighbours. (c) Power supplies p and y are at +10 V and power supply a is at +2 V. The
electrons move physically through the silicon substrate until they are shared between each pair of
+10-V electrodes. (d) Power supply y is at +10 V and power supplies a and p at +2 V. The enhanced
positive regions under the original electrodes disappear and the electrons continue to move through
the silicon substrate until they are all accumulated below the right-hand neighbours of the original
electrodes. Every third electrode thus again has an enhanced positive region below it containing
the photoelectrons. We are back to the situation shown in Figure 1.16a except that all the electron
packages have been moved one electrode to the right of their previous positions. Further, similar
voltage cycles will continue to move the electron packages towards the right (movement to the left
would simply require a slightly different phasing of the power supply changes).

When the first row of charges has been read out, the voltages on the column electrodes are
cycled to bring the second row of charges to the read-out electrodes and so on until the
whole image has been retrieved.

In the early days a small number of basic CCD units were simply strung together to form
a linear array. However, whilst these have uses (such as in bar code readers) they can only
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FIGURE 1.16 (Continued) The movements of several packets of electrons through the physical
structure of a three-phase CCD array. For clarity only six electrical connections are shown, but all
the electrodes are connected to one of the three power supplies (a, p or y), also the full CCD would
comprise upwards of a million such electrodes. (a) Power supply f is at +10 V and power supplies a
and y at +2 V. Every third electrode thus has an enhanced positive region (hole depletion zone) below
it into which the photoelectrons accumulate. (b) Power supplies p and y are at +10 V and power sup-
ply a is at +2 V. The enhanced positive regions have expanded to cover the original electrodes and
their right-hand neighbours. (c) Power supplies p and y are at +10 V and power supply a is at +2 V.
The electrons move physically through the silicon substrate until they are shared between each pair
of +10-V electrodes. (d) Power supply y is at +10 V and power supplies a and {3 at +2 V. The enhanced
positive regions under the original electrodes disappear and the electrons continue to move through
the silicon substrate until they are all accumulated below the right-hand neighbours of the original
electrodes. Every third electrode thus again has an enhanced positive region below it containing the
photoelectrons. We are back to the situation shown in Figure 1.16a except that all the electron pack-
ages have been moved one electrode to the right of their previous positions. Further, similar voltage
cycles will continue to move the electron packages towards the right (movement to the left would
simply require a slightly different phasing of the power supply changes).

produce two-dimensional images if scanned orthogonally to their long axes. However,
two-dimensional arrays can easily be made by stacking linear arrays side by side. The oper-
ating principle is unchanged and the correlation of the output with position within the
image is only slightly more complex than before.
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FIGURE 1.17  Schematic structure of a three-phase CCD.

The largest single CCD arrays currently produced are 9216 x 9216 pixels. In these arrays
each pixel is 8.75 um square, giving a physical size for the whole device of about 81 mm
square. Thus, the dark energy detector Javalambre-PAU camera (JPCam) uses fourteen
9k x 9k* CCDs giving nearly 1.2 giga-pixels in total. However, most astronomical CCD
arrays are 2k x 4k or 4k x 4k. For an adaptive optics telescope operating at 0.2” resolution,
a 2k x 4k CCD covers only 400" x 800" of the sky if the resolution is to be preserved. Many
applications require larger areas of the sky than this to be imaged, so several such CCD
arrays must then be formed into a mosaic. However, the normal construction of a CCD
with electrical connections on all four edges means that there will then be a gap of up to
10 mm between each device, resulting in large dead-space areas in the eventual image.
To minimise the dead space, three-edge-buttable CCDs are used. These have all the con-
nections brought to one of the short edges, reducing the gaps between adjacent devices to
about 0.2 mm on the other three edges. It is thus possible to form mosaics with two rows
and as many columns as desired with a minimum of dead space. The largest such mosaic in
operation at the time of writing is used in the camera on the first of four Panoramic Survey
Telescope & Rapid Response System (Pan-STARRS) telescopes. The camera has a square
mosaic of sixty 4800 x 4800 pixel orthogonal transfer CCDs giving a total of 1.38 giga-
pixels and a field of view of 3° x 3° The European Space Agency’s (ESA) Gaia' spacecraft,
due for launch in October 2013, will have a hundred and six CCD arrays each 1966 x 4500
pixels making a total of 1.41 giga-pixels (Figure 1.18). However, only 62 of the arrays will be
for direct imaging, resulting in a 0.7° x 0.7° field of view for the instrument. Both of these
will lose any records they may hold around 2020 when first light is scheduled for the Large
Synoptic Survey Telescope (LSST). This 8.4 m telescope will use a 3.17-giga-pixel camera to

* The k in this context does not denote the number 1000 but the number 1024 (= 2'°). These arrays are thus actually 9216 x
9216 pixels in size.

 The name originated as an acronym for Global Astrometric Interferometer for Astronomy. It is not now planned to use
interferometry for the project but the name has been retained.
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FIGURE 1.18  Part of the Gaia CCD mosaic during its assembly. (Courtesy of Astrium.)

image an area of the sky 3.5° x 3.5°. The CCD mosaic will contain one hundred and eighty-
nine 4k x 4k arrays with 10-pm pixels giving it nominal resolution of 0.2”, although the
atmosphere will limit this to 0.7” most of the time.*

With the larger format CCD arrays, the read-out process can take some time (typically
several hundred milliseconds'). In order to improve observing efficiency, some devices
therefore have a storage area between the imaging area and the read-out electrodes. This
is simply a second CCD that is not exposed to radiation or half of the CCD is covered by a
mask (frame transfer CCD). The image is transferred to the storage area in less than 0.1 ms
and whilst it is being read out from there, the next exposure can commence on the detect-
ing part of the CCD. Even without a separate storage area, reading the top half of the pixels
in a column upwards and the other half downwards will halve read-out times. Column
parallel CCDs (CPCCD) have independent outputs for each column of pixels thus allow-
ing read-out times as short as 50 ps. More rapid read-out of a CCD can also be achieved by
binning. In this process the electron charges from two or more pixels are added together
before they are read out. There is, of course, a consequent reduction in the spatial resolu-
tion of the CCD and so the procedure will rarely if ever be encountered in astronomical
applications. If binning is needed for other reasons, such as noise reduction, it is easily
undertaken as a part of subsequent image processing (Section 2.9).

A two-phase CCD requires only a single clock, but needs double electrodes to provide
directionality to the charge transfer (Figure 1.19). The second electrode, buried in the oxide
layer, provides a deeper well than that under the surface electrode and so the charge accu-
mulates under the former. When voltages cycle between 2 V and 10 V (Figure 1.20), the
stored charge is attracted over to the nearer of the two neighbouring surface electrodes and

* Although multi-conjugate adaptive optics has recently enabled fields of view of up to 4’ x 4’ to be imaged at near
diffraction-limited resolution, it seems unlikely that this will have improved to 3.5° x 3.5° by 2020.

 The delay, of course, is insignificant when an exposure has a duration of 10 seconds or more. However, for some applica-
tions, such as adaptive optics, images have to be obtained, processed and the correcting optics adjusted on a time scale
of a millisecond or so. It is then vital to have a detector with the shortest possible read-out time.
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FIGURE 1.20  Voltage cycles for a two-phase CCD.

then accumulates again under the buried electrode. Thus, cycling the electrode voltages,
which may be done from a single clock, causes the charge packets to move through the
structure of the CCD, just as for the three-phase device.

A virtual phase CCD requires just one set of electrodes. Additional wells with a fixed
potential are produced by p and n implants directly into the silicon substrate. The active
electrode can then be at a higher or lower potential as required to move the charge through
the device. The active electrodes in a virtual phase CCD are physically separate from
each other, leaving parts of the substrate directly exposed to the incoming radiation. This
enhances their sensitivity, especially at short wavelengths.

Non-tracking instruments such as the Carlsberg Meridian Telescope (Figure 5.4), liquid
mirror, Hobby-Eberly and Southern African Large Telescope (SALT) telescopes can follow
the motion of objects in the sky by transferring the charges in their CCD detectors at the
same speed as the image drifts across their focal planes (time delayed integration [TDI]).
To facilitate this, orthogonal transfer CCDs (OTCCD) are used. These can transfer the
charge in up to eight directions (up/down, left/right and at 45° between these directions).
OTCCDs can also be used for active image motion compensation arising from scintilla-
tion, wind shake etc. Other telescopes use OTCCDs for the nod and shuffle technique.
This permits the almost simultaneous observation of the object and the sky background
through the same light path by a combination of moving the telescope slightly (the nod)
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and the charge packets within the CCD (the shuffle). The recently commissioned 1-degree
imager on the WIYN* 3.5-metre telescope uses four thousand and ninety-six 512 x 512
pixel OTCCDs to cover its 1 degree-square field of view. Sixty-four of the individual arrays
at a time are grouped into 8 x 8 mosaics called an array packages and 64 array packages
in an 8 x 8 mosaic then form the complete detector, comprising 1.07 giga-pixels in total.

For faint objects a combination of photomultiplier/image intensifier (Sections 2.1 and
2.3) and CCD, known as an electron bombarded CCD (EBCCD), electron multiplying CCD
(EMCCD)' or an intensified CCD (ICCD)* may be used. This places a negatively charged
photocathode before the CCD. The photoelectron from the photocathode is accelerated by
the voltage difference between the photocathode and the CCD and hits the CCD at high
energy, producing many electron-hole pairs in the CCD for each incident photon. This
might appear to give the device a quantum efficiency of over 100% but it is in effect merely
another type of amplifier; the signal-to-noise ratio remains that of the basic device (or
worse) and so no additional information is obtained.

Confusingly, low light level CCDs (LLLCCD or L3CCD) are also known as EMCCDs
because they have a high on-chip amplification and so their basic output is many elec-
trons for a single photon input. Unlike the EMCCDs mentioned above, where the detection
of the photon occurs at the photocathode, the photon detection in an L3CCD is within
the CCD as usual and the amplification occurs after the detection. In a similar manner to the
frame-transfer CCD, the output from the detector is moved to a storage area called the
extended output register. The extended output register is operated at up to 40 V and this
voltage is high enough for electrons entering it to gain sufficient energy that they may col-
lide with silicon atoms and occasionally liberate a second electron-hole pair - therefore
effectively giving an amplification of the original detection by a factor of two (cf. avalanche
photodiodes below). The voltage is adjusted so that the probability of such an electron-
hole-producing collision is only 1% or 2%. The average amplification is thus reduced to
about x1.01 or x1.02. The extended output register, however, has up to 600 stages, each
of which has this average intrinsic amplification. The output from the extended output
register is thus hundreds or thousands of times the number of electrons produced by the
incoming photons directly in the CCD (1.01°°° = 400 whilst 1.02%°° = 150,000). The output
from the extended output register then goes through the remaining output stages required
for a ‘normal’ CCD. The read noise (see below) of an L3CCD is thus the same as that for
any other variety of CCD, but when superimposed upon a basic output which is hundreds
or thousands of times larger than that of the normal CCD, it becomes almost negligible.
The main noise source in an L3CCD is the variation in the amplification factor arising
from the stochastic nature of the amplification process. The detections of several otherwise
identical single photons will thus be a number of pulses of varying amplitudes. As with
the photomultiplier tube (below) this will not be a problem if those individual pulses can
be individually counted. However, if the number of photons increases to the point where

* The name WIYN comes from the operating institutes: University of Wisconsin-Madison, Indiana University, Yale
University and the National Optical Astronomy Observatory.

* This term is also used for a quite different type of CCD, as discussed in the following paragraph.

# This term may also be used to designate a CCD being fed by a normal image intensifier.
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the pulses merge into each other, then this pulse strength variation will reduce the signal-
to-noise ratio by about a factor of 1.4 (= V2) — effectively halving the device’s quantum
efficiency. L3CCDs are thus best suited to counting individual photons and so must either
be used for observing very faint sources or must be operated at very high frame rates.* The
high amplification of L3CCDs also means that other noise sources may become important.
In particular, electrons produced by induction from the clock-driven power supplies can
be amplified and appear as bright pixels anywhere within the image. This clock-induced
noise is intrinsic to all CCDs but only becomes obtrusive in L3CCDs. L3CCD arrays are
currently produced up to about 1k x 1k in size.

Interline transfer CCDs have an opaque column adjacent to each detecting column. The
charge can be rapidly transferred into the opaque columns and read out from there more
slowly whilst the next exposure is obtained using the detecting columns. This enables rapid
exposures to be made, but half the detector is dead space. They are mainly used for digi-
tal video cameras and rarely find astronomical applications although the Zurich Imaging
Polarimeter (ZIMPQOL) (see Section 5.2) does use one.

To an astronomer working 50 years ago and struggling to hypersensitise photographic
emulsions using noxious chemicals, dry ice and acetone mixtures or potentially danger-
ous hydrogen-air combinations, a detector with all the advantages of a CCD would have
seemed to be beyond his or her wildest dreams. Yet despite their superiority, CCDs are
not quite the ultimate perfect detector. Their outputs are affected by the general sources
of noise that bedevil all forms of measurement but they also have some problems that are
unique to themselves and those we consider here.

The electrodes on or near the surface of a CCD can reflect some of the incident light,
thereby reducing the quantum efficiency and changing the spectral response. To over-
come this problem several approaches have been adopted. First, transparent polysilicon
electrodes replace the metallic electrodes used in early devices. Second, the CCD may be
illuminated from the back so that the radiation does not have to pass through the electrode
structure at all. This, however, requires that the silicon forming the CCD be very thin so
that the electrons produced by the incident radiation are collected efficiently. Nonetheless,
even with thicknesses of only 10 to 20 pm, some additional cross talk (see below) may occur.
More importantly, the process of thinning the CCD chips (by etching away the material
with an acid) is risky and many devices may be damaged during the operation. Successfully
thinned CCDs are therefore expensive in order to cover the cost of the failures. They are
also very fragile and can become warped, but they do have the advantage of being less
affected by cosmic rays than thicker CCDs. With a suitable anti-reflection coating, a back-
illuminated CCD can now reach a quantum efficiency of 90% in the red and near-infrared.
Other methods of reducing reflection losses include using extremely thin electrodes or
an open electrode structure (as in a virtual phase CCD) that leaves some of the silicon
exposed directly to the radiation. At longer wavelengths, the thinned CCD may become

* CCDs used as the detectors within instruments on board spacecraft may be subject to intense ionising radiation from the
Earth’s Van Allen belts, solar flares etc. One way of radiation-hardening such detectors is to use very fast read-out rates
so that detections of individual photons do not have time to be affected by the radiation.
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semi-transparent. Not only does this reduce the efficiency because not all the photons are
absorbed, but interference fringes may occur between the two faces of the chip.* These can
become very obtrusive and have to be removed as a part of the data reduction process.

The CCD as so far described suffers from loss of charge during transfer because of
imperfections at the interface between the substrate and the insulating oxide layer. This
has the most negative effect on the faintest images since the few electrons that have been
accumulated are physically close to the interface. Artificially illuminating the CCD with a
low-level uniform background during an exposure will ensure that even the faintest parts
of the image have the surface states filled. This offset or ‘fat zero’ can then be removed later
in signal processing. Alternatively, a positively charged layer of n-type' silicon between
the substrate and the insulating layer may be added to force the charge packets away from
the interface, producing a buried-channel CCD. A variant on the buried-channel CCD,
termed a peristaltic CCD (from a rather fanciful analogy between the way electrons move
in the device and the way food is moved down the oesophagus) intensifies the transfer
speed of the electrons by using additional implanted electrodes. This allows the devices to
operate at up to frequencies of 100 MHz and perhaps in the future, after further develop-
ment, at frequencies of 1 GHz or more.

Charge transfer efficiencies for CCDs now approach 99.9999%, leading to typical read-out
noise levels of 1 to 2 electrons per pixel. Using a non-destructive read-out mechanism and
repeating and averaging many read-out sequences can reduce the read-out noise further. To
save time, only the lowest intensity parts of the image are repeatedly read out, with the high-
intensity parts being skipped. The devices have therefore become known as skipper CCDs.

At some point and usually within the CCD integrated circuit itself, the electron charge
packages are converted to digital voltage signals. The analogue-to-digital converter(s)
(ADC:s) used for this do not normally respond to single electrons but only groups of them.
Typically, 10 electrons might be needed to give a unit output from the ADC. The group of
electrons required for a unit output is termed the analogue-to-digital unit (ADU) and the
number of electrons is termed the gain.* The gain (and the ADU) is usually determined
by matching the maximum value that can be output by the ADC to the well capacity of a
single pixel. Thus, a 16-bit ADC has an output range from 0 to 65,535. If such an ADC is
used for a CCD with a well capacity of 500,000 electrons, then the gain must be around 7
or 8 (500,000/65,536 = 7.6). The rounding (up or down) of the number of electrons to the
number of ADUs is one component of the read noise from the CCD. The others are the
errors in the conversion of electron numbers to ADUs and noise from the ADCs’ electron-
ics and other electronic components, such as amplifiers, incorporated into the CCD chip.
Typically, in a science-grade CCD, the read noise corresponds to a few (<10) electrons.
The read noise is effectively the dark signal of the CCD. The dynamic range (Table 1.2) of
a CCD with a well capacity of 500,000 electrons, but a read noise of 10 electrons, is thus
%50,000 (= 500,000/10). The use of a 16-bit ADC for such a CCD, as cited previously, is thus

* The effect is sometimes called ‘etaloning’ since similar internal reflections are utilised productively in etalons (Section 4.1).

¥ Phosphorous is usually the doping element.

* An odd terminology since the number of ADUs is lower than the number of photons originally detected by the factor
given by the ‘gain’ (except in L3CCDs and EBCCDs).
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not quite as contrary as it might seem. The read noise would need to reduce to 2 electrons
before 18-bit conversion would be justified. With L3CCDs the read noise is similar to that
of other CCDs, but the amplification that occurs before read-out means that the read noise
is superimposed upon a much larger signal. In proportion to the number of originally
detected photons, the read noise in L3CCDs can thus be down to 0.01 electrons per pixel.

The spectral sensitivity of CCDs ranges from 400 nm to 1100 nm, with a peak near 750 nm
where the quantum efficiency can approach 90%. The quantum efficiency drops off further
into the infrared as the silicon becomes more transparent. Short-wave sensitivity can be
conferred by coating the device with an appropriate phosphor to convert the radiation to
longer wavelengths.

Personal digital video and still cameras automatically obtain their images in colour.
To do this, small filters are placed over each CCD element. In the commonly used Bayer
arrangement, for each set of four pixels, two have green-transmission filters, one a blue
transmission filter and one a red transmission filter (allowing very roughly for the eye’s
intrinsic spectral response — Figure 1.5). This means that the spatial resolution of the image
is degraded - a 10-megapixel colour camera only has the resolution of a 2.5 mega-pixel
monochromatic camera. More importantly for rigorous scientific analysis of the images,
the three colours do not come from exactly the same locality within the original object. If
the properties of the original object are varying significantly on a size scale equivalent to
an individual pixel, then the colour image will give false results. When images at two or
more wavelengths are needed for astronomical purposes (including the beautiful colour
representations of nebulae and galaxies etc. ornamenting many astronomy books) it is
usual to obtain individual images at each wavelength through appropriate filters and then
combine them into a colour (or false-colour) final image. The full spatial resolution of the
detector is thus retained and, if wanted, a truer visual representation of the appearance of
the object may be obtained by better relative weightings of the different images than that
given by the crude Bayer system.*

The CCD regains sensitivity at very short wavelengths because X-rays are able to pen-
etrate the device’s surface electrode structure. For both X-ray and infrared detection (and
possibly also for the direct detection of low-energy dark matter particles - see Section 1.7)
a deep-depletion CCD' may provide higher sensitivity. These devices have a thick silicon
substrate which has a high resistivity and uses a bias voltage. The hole depletion zones are
deeper than normal so that there is more opportunity for penetrating photons to interact
with the material and so produce electron-hole pairs. As an example, the Soft X-ray Imager
camera (due for launch on the Japanese Astro-H spacecraft in 2014) will use four 640 x 640
pixel deep depletion CCDs to observe an area of the sky 38’ square to a resolution of 1.74"
in the soft X-ray region (energy < 10 keV,* wavelength > 0.1 nm).

* Of course, if the object is varying on a time scale faster than the interval between the separate images, then the standard
astronomical approach will also give false results. When an object is changing rapidly on both the spatial and time
scales, such as with a solar flare, then special techniques have to be devised.

* Also known as pn-CCDs or p-channel CCDs.

* The electron volt (eV) equals 1.6 x 107" J and is a convenient unit for use in this spectral region (and also when discussing
cosmic rays in Section 1.4). Since the values of the corresponding frequencies are 10”7 Hz and above, they are not com-
monly encountered in the literature.
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For integration times longer than a fraction of a second,” it is usually necessary to cool
the device in order to reduce its dark signal. Using liquid nitrogen for this purpose and
operating at around 170 K, integration times of minutes to hours are easily attained. Small
commercial CCDs produced for the amateur astronomy market (which often also find
applications at professional observatories for guiding etc.) usually use Peltier coolers to
get down to about 50° below the ambient temperature. Subtracting a dark frame from
the image can further reduce the dark signal. The dark frame is in all respects (expo-
sure length, temperature etc.) identical to the main image, except that the camera shutter
remains closed whilst it is obtained. It therefore just comprises the noise elements present
within the detector and its electronics. Because the dark noise itself is noisy, it may be bet-
ter to use the average of several dark frames obtained under identical conditions.

For typical noise levels and pixel capacities, astronomical CCDs have dynamic ranges of
50,000 to 500,000 which results in a usable magnitude range in accurate brightness determi-
nation of up to 14.5. This therefore compares very favourably with the dynamic range of less
than 1000 (brightness range of less than 7.5™) available from a typical photographic image.

A major problem with CCDs used as astronomical detectors is the noise introduced by
cosmic rays. A single cosmic ray particle passing through one of the pixels of the detector
can cause a large number of ionisations. The resulting electrons accumulate in the storage
region along with those produced by the photons. It is usually possible for the observer
to recognise such events in the final image because of the intense spike that is produced.
Replacing the signal from the affected pixel by the average of the eight surrounding pixels
improves the appearance of the image, but does not retrieve the original information. This
correction often has to be done by hand and is a time-consuming process. When two or
more images of the same area are available, automatic removal of the cosmic ray spikes is
possible with reasonable success rates.

Another serious defect of CCDs is the variation in background noise between pixels.
This takes two forms. There may be a large-scale variation of 10%-20% over the whole
sensitive area and there may be individual pixels with permanent high background levels
(hot spots). The first problem has been much reduced by improved production techniques
and may largely be eliminated by flat fielding during subsequent signal processing, if the
effect can be determined by observing a uniform source. Commonly used sources for the
flat field include the twilit sky and a white screen inside the telescope dome illuminated by
a single distant light source. The flat field image is divided into the main image after dark
frame subtraction from both images to reduce the large-scale sensitivity variations. The
effect of a single hot spot may also be reduced in signal processing by replacing its value
with the mean of the four or eight surrounding pixels. However, because the hot spots are
additionally often poor transferors of charge, all preceding pixels are then affected as their
charge packets pass through the hot spot or bad pixel introducing a spurious line into the
image. There is little that can be done to correct this last problem, other than to buy a new
CCD. Even the ‘good’ pixels do not have 100% charge transfer efficiency, so that images
containing very bright stars show a tail to the star caused by the electrons lost to other
pixels as the star’s image is read out.

* For astronomical purposes even CCDs used for short exposures will be cooled.
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Yet another problem is that of cross talk or blooming. This occurs when an electron
strays from its intended pixel to one nearby. It affects rear-illuminated CCDs because the
electrons are produced at some distance from the electrodes and is the reason why such
CCDs have to be thinned. It can also occur for any CCD when the accumulating charge
approaches the maximum capacity of the pixel. Then the mutual repulsion of the negatively
charged electrons may force some over into adjacent pixels. The well capacity of each pixel
depends upon its physical size and is around half a million electrons for 25 micron-sized
pixels. Some CCDs have extra electrodes to enable excess charges to be bled away before
they spread into nearby pixels. Such electrodes are known as drains and their effect is often
adjustable by means of an anti-blooming circuit. Anti-blooming should not be used if you
intend making photometric measurements on the final image, but otherwise it can be very
effective in improving the appearance of images containing both bright and faint objects.

The size of the pixels in a CCD can be too large to allow a telescope to operate at its limit-
ing resolution.* In such a situation, the images can be dithered to provide improved resolu-
tion. Dithering consists simply of obtaining multiple images of the same field of view, with
a shift of the position of the image on the CCD between each exposure by a fraction of the
size of a pixel. The images are then combined to give a single image with sub-pixel reso-
lution. A further improvement is given by drizzling (also known as variable pixel linear
reconstruction) in which the pixel size is first shrunk, leaving gaps between the pixels. The
images are then rotated before mapping onto a finer scale output grid.

One of the major advantages of a CCD over a photographic emulsion is the improvement
in the sensitivity. However, widely different estimates of the degree of that improvement
may be found in the literature, based upon different ways of assessing performance. At one
extreme, there is the ability of a CCD to provide a recognisable image at very short expo-
sures because of its low noise. Based upon this measure, the CCD is perhaps 1000 times
faster than photographic emulsion. At the other extreme, one may use the time taken to
reach the mid-point of the dynamic range. Because of the much greater dynamic range of
the CCD, this measure suggests CCDs are about 5 to 10 times faster than photography. The
most sensible measure of the increase in speed, however, is based upon the time required
to reach the same signal-to-noise ratio in the images (i.e. to obtain the same information).
This latter measure suggests that in their most sensitive wavelength ranges (around 750 nm
for CCDs and around 450 nm for photographic emulsion), CCDs are 20 to 50 times faster
than photographic emulsions.

1.1.9 Avalanche Photodiodes

The avalanche photodiode is finding increasing use as an optical detector within astron-
omy. It is a variant on the basic photodiode (which can also be an optical detector but
which is not now employed by astronomers as a primary detector). However, to understand
avalanche photodiodes we need to know something about the basic photodiode’s operating
principles and so we look at those first.

* The well capacity of a CCD pixel varies with its size. Therefore, for a given noise level, a larger dynamic range requires
physically larger pixels. Most CCDs have pixel sizes in the range 10 to 50 um.
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FIGURE 1.21  Schematic energy level diagram of a p-n junction at the instant of its formation. The
(free) electrons and holes have yet to diffuse across the junction.

1.1.9.1 Photodiodes
Photodiodes are also known as photovoltaic cells, photoconductors and barrier junction detec-
tors. They rely upon the properties of a p-n junction* in a semiconductor. The energy level
diagram of such a junction is shown in Figure 1.21. Electrons in the conduction band of the
n-type material are at a higher energy than the holes in the valence band of the p-type mate-
rial. Electrons therefore diffuse across the junction and produce a potential difference across
it. Equilibrium occurs when the potential difference is sufficient to halt the electron flow. The
two Fermi levels are then coincident, the potential across the junction is equal to their original
difference and there is a depletion zone containing neither type of charge carrier across the
junction. The n-type material is positive, the p-type negative and we have a simple p-n diode.
Now, if light of sufficiently short wavelength falls onto such a junction then it can gener-
ate electron-hole pairs in both the p- and the n-type materials. The electrons in the conduc-
tion band in the p region will be attracted towards the n region by the intrinsic potential
difference across the junction and they will be quite free to flow in that direction. The
holes in the valence band of the p-type material will be opposed by the potential across the
junction and so will not move. In the n-type region the electrons will be similarly trapped
whilst the holes will be pushed across the junction. Thus, a current is generated by the illu-
minating radiation and this may simply be monitored and used as a measure of the light
intensity. For use as a radiation detector the p-n junction often has a region of undoped (or

* That is, the union between a p-doped semiconductor and an n-doped semiconductor, usually with the same bulk semi-
conductor on both sides of the join.
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intrinsic) material between the p and n regions in order to increase the size of the detecting
area. These devices are then known as p-i-n junctions. Their operating principles do not
differ from those of the simple p-n junction.

The response of a p-n junction to radiation is shown in Figure 1.22. It can be operated
under three different regimes. The simplest, that is labelled B in Figure 1.22, has the junc-
tion short-circuited through a low-impedance metre. The current through the circuit is the
measure of the illumination. In regime C the junction is connected to a high impedance
so that the current is very close to zero and it is the change in voltage that is the measure
of the illumination.

Finally, in regime A, the junction is back (or reverse) biased - the p-type material is
made more negative and the n-type material made more positive. When an incident pho-
ton produces an electron-hole pair, electrons in the conduction band of the p-type material
are strongly attracted over to the n-type material. Similarly, holes in the valence band of
the n-type material are strongly attracted towards the p-type material. The movement of
holes in the valence band of the p-type material and of electrons in the conduction band
of the n-type material is prevented by the biasing. In regime A, the voltage across a load
resistor in series with the junction measures the radiation intensity. In this mode the device
is known as a photoconductor.

The construction of a typical photovoltaic cell is shown in Figure 1.23. The material in
most widespread use for the p and n semiconductors is silicon that has been doped with
appropriate impurities. Solar power cells are of this type. The silicon-based cells have a
peak sensitivity near 900 nm and cut-off wavelengths near 400 and 1100 nm. Their quan-
tum efficiency can be up to 50% near their peak sensitivity and D* can be up to 102
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FIGURE 1.22  Schematic V/I curves for a p-n junction under different levels of illumination.
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FIGURE 1.23  Cross section through a p-n junction photovoltaic detector.

Indium arsenide, indium selenide, indium antimonide, gallium arsenide (GaAs) and
indium gallium arsenide can also all be fabricated into photodiodes. They are particularly
useful in the infrared where germanium doped with gallium out-performs bolometers for
wavelengths up to 100 pm.

1.1.9.2 Avalanche Photodiode

If a p-n junction is reverse-biased to more than half its breakdown voltage then an ava-
lanche photodiode* (APD) results. The original electron-hole pair produced by the absorp-
tion of a photon will be accelerated by the applied field sufficiently to cause further pair
production through inelastic collisions. These secondary electrons and holes can in their
turn produce further ionisations and so on (cf. L3CCDs above and Geiger and propor-
tional counters — see Sections 1.3 and 1.4). Eventually, an avalanche of carriers is created,
leading to an intrinsic gain in the signal by a factor of 100 or more. The typical voltage used
is 100 to 200 V and the response of the device is linear.

The basic APD has a physical structure which has the radiation entering through a
thin layer of p-doped semiconductor and then being absorbed in a thicker intrinsic semi-
conductor layer. The n-doped semiconductor forms the bottom layer of the device. The
electrons accelerate towards the n-doped layer producing the avalanche along the way.
The semiconductor material that is used varies with the wavelength of the radiation to be
detected. Silicon is used for the 200 nm to 1.1 pm region, gallium nitride operates down
to around 250 nm in the ultraviolet (UV) region, indium-gallium-arsenide is used for the
region from 1.0 to 2.6 pm with high gains, germanium for 800 nm to 1.7 pm and mercury-
cadmium-telluride-alloy (HgCdTe) based APDs can reach out to 14 pm. Quantum efficien-
cies approach 50% in the optimum regions of the spectrum for each material. Response
times to the detection of an incoming photon are generally in the region of tens to hun-
dreds of picoseconds. A major drawback though for APDs is that the gain depends very
sensitively upon the bias. The power supply typically has to be stable to a factor of 10 better
than the desired accuracy of the output. The devices also have to be cooled and maintained

* Sometimes called a solid photomultiplier (see later in the chapter).
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at a stable temperature in order to reduce noise. Arrays of APDs are coming into produc-
tion but are still small at the time of writing.

Once an incident photon has produced an electron-hole pair, both are accelerated by the
back biasing voltage. However, materials are generally chosen for construction of APDs
that make collisions by the electrons more likely to produce more electrons than the colli-
sions by the holes are likely to produce more holes.* The ratio of the likelihood of hole pro-
duction to that of electron production within the avalanche is called the k-factor. For some
materials such as HgCdTe the value of k can reach zero (i.e. the avalanche contains only
electrons). For silicon, k = 0.02 whilst for germanium, k = 0.9. APDs with very low or zero
values of k are termed electron-APDs or e-APDs and they can have very high gains at low
bias voltages. E-APDs have yet to find astronomical applications, but at the time of writing
their possible use is being investigated at several observatories. Hybrid APDs are just APD
versions that have amplifiers and other electronic circuits integrated onto their chips.

APDs can also be used for direct X-ray detection although they have not yet been so used
for studying astronomical sources.” The physical structure of these devices differs somewhat
from that of the basic APD and allows much higher bias voltages to be employed. The difter-
ence lies in the presence of a large drift region between the layer in which the electron-hole
pairs are produced and the layer in which the avalanche occurs. The highest bias voltages are
to be found in the bevelled-edge APDs. The bevelled edge acts to reduce the electrical field
along the edges thus preventing unwanted electrical break-downs. Bias voltages of up to 2000
V and gains of up to x10,000 are possible. Reach-through APDs have the avalanche layer at
the back of the structure, are operated at up to 500 V, and offer gains of up to x200. Reverse or
buried junction APDs have the avalanche layer immediately behind the X-ray entry window,
are operated at less than 500 V, and offer gains that are generally less than x200.

Once started, the avalanche is quenched (because otherwise the current would con-
tinue to flow) by connecting a resistor of several hundred kilo-ohms in series with the
diode. Then as the current starts to flow the voltage across the diode is reduced and the
breakdown ended. However, quenching the avalanche using a series resistor is a relatively
slow process and leads to long dead times before the APD recovers and is ready to detect
another photon. Most modern APDs therefore employ active quenching which reduces the
dead time to a few tens of nanoseconds. In active quenching there is a circuit that detects
the onset of the avalanche and which rapidly reduces and then restores the bias voltage.

1.1.9.3 Single Photon Avalanche Photodiodes

Single photon avalanche photodiodes (SPADs - also known as Geiger-mode APDs) are
versions of the basic APD in which the bias voltage is well above the breakdown voltage of
the semiconductor in use (typically > 30,000 V/mm). Like the Geiger counter (Section 1.3),
the electron avalanche saturates whatever the number of photons may be that may have

* If this seems counter-intuitive then remember that the motions of the holes in one direction are actually due to bound
electrons jumping from one atom within the crystal to another in the opposite direction. Their motions and interactions
may thus be expected to differ in some ways from those of the free electrons.

T APDs are to form part of the active shield (Section 1.3) for the soft y-ray detector to be launched on board the Astro-H
spacecraft in 2014. They will not detect the y-rays directly, however, but pick up the visible light flashes produced in the
bismuth germanate (BGO) scintillator that surrounds the main Compton detector.
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entered the device to initiate the avalanche. The gain is thus in the region of x10® to 10'* or
more, but the response of the detector is non-linear. This though is unimportant since the
devices are used to detect single photons and so only operate in circumstances (low light
levels and/or high frame rates) where the average of the arrival time between individual
photons is at least 10 times longer than the dead time of the device. Since electron-hole
pairs produced by any means, including thermal motions, will result in avalanches, these
form a major noise source in SPADs.

Although not yet widely used within astronomy, APDs have been used for some years
used in the University of Hertfordshire’s extra-solar planet polarimeter (Section 5.2) and
in the wavefront sensor for the European Southern Observatory’s (ESO) Multi-Application
Curvature Adaptive Optics (MACAO) adaptive optics systems for the Very Large Telescope
(VLT) instruments. SPADs have been used to observe the Crab nebula pulsar using Asagio
Quantum Eye (AquEYE) on the 1.8-metre telescope at the Asagio observatory with a tim-
ing accuracy of 50 ps. They are also being investigated for use within instruments being
considered for the 30-metre telescope (see below).

1.1.10 Photography

Photography will be dealt with as a part of imaging in Section 2.2. Here it is sufficient to point
out that the basic mechanism involved in the formation of the latent image is electron-hole
pair production. The electrons excited into the conduction band are trapped at impurities,
whilst the holes are removed chemically. Unsensitised emulsion is blue-sensitive as a conse-
quence of the minimum energy required to excite the valence electrons in silver bromide.

1.1.11 Photomultipliers

Electron multiplier phototubes (or photomultipliers [PMTs] as they are more commonly
but less accurately known) were at one time the workhorses of optical photometry (see
Chapter 3). For this purpose they have largely been superseded by CCDs. However, they
continue to be used for UV measurements in the 10-nm to 300-nm region where CCDs
are insensitive. One of their primary astronomy-related uses now is within cosmic ray
detectors such as HESS and the Telescope Array Project (see Section 1.4) and neutrino
detectors like Super Kamiokande (see Section 1.5) where, since PMTs can be made physi-
cally large, they can cover extensive areas relatively cheaply. A brief discussion of their
principles of operation and properties is included here to cover these applications (fuller
coverage of the devices may be found from sources in Appendix E).

Photomultipliers detect photons through the photoelectric effect. The basic components
and construction of the device are shown in Figure 1.24. The photoemitter is coated onto
the cathode and this is at a negative potential of some 1000 V. Once a photoelectron has
escaped from the photoemitter, it is accelerated by an electric potential until it strikes a
second electron emitter. The primary electron’s energy then goes into pair production
and secondary electrons are emitted from the substance in a manner analogous to photo-
electron emission. Since typically 1 eV of energy is required for pair production and the
primary’s energy can reach 100 eV or more by the time of impact, several secondary elec-
tron emissions result from a single primary electron.
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FIGURE 1.24 Schematic arrangement for a photomultiplier.

The secondary emitter is coated onto dynodes that are successively more positive than the
cathode by 100 V or so for each stage. The various electrodes are shaped and positioned so
that the electrons are channelled towards the correct next electrode in the sequence after each
interaction. The final signal pulse may contain 10° electrons for each incoming photon and after
arriving at the anode it may be further amplified and detected in any of the usual ways. This
large intrinsic amplification of the photomultiplier is one of the major advantages of the device.

The microchannel plate (MCP) (see Section 1.3 and Figure 1.91) is closely related to the
photomultiplier tube in terms of it operating principles and can also be used at optical
wavelengths. With an array of anodes to collect the clouds of electrons emerging from the
plate, it provides an imaging detector with a high degree of intrinsic amplification. Such
devices are often referred to as multi-anode microchannel array detectors (MAMAs).

Noise in the signal from a photomultiplier arises from many sources. The amplification
of each pulse can vary by as much as a factor of 10 through the sensitivity variations and
changes in the number of secondary electrons lost between each stage. The final registra-
tion of the signal can be by analogue means and then the pulse strength variation is an
important noise source. Alternatively, individual pulses may be counted and then it is less
significant. Indeed, when using pulse counting, even the effects of other noise sources can
be reduced by using a discriminator to eliminate the very large and very small pulses which
do not originate in primary photon interactions. Unfortunately, however, pulse counting
is limited in its usefulness to faint sources, otherwise the individual pulses start to overlap.
Electrons can be emitted from either the primary or secondary electron emitters through
processes other than the required ones and these electrons then contribute to the noise
of the system. The most important of these processes are thermionic emission and radio-
activity. Cosmic rays and other sources of energetic particles and gamma rays contribute
to the noise in several ways. Their direct interactions with the cathode or dynodes early in
the chain can expel electrons that are then amplified in the normal manner. Alternatively,
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electrons or ions may be produced from the residual gas or from other components of the
structure of the photomultiplier. The most important interaction, however, generally is
Cerenkov radiation produced in the window or directly in the cathode. Such Cerenkov
pulses can be up to a hundred times more intense than a normal pulse. They can thus be
easily discounted when using the photomultiplier in a pulse counting mode, but make a
significant contribution to the signal when simply its overall strength is measured.

1.1.12 Superconducting Tunnel Junction Devices (STJs)

A possible replacement for the CCD in a few years, at least at well-equipped major observa-
tories, is the STJ detector. The ST] can operate from the UV to long-wave infrared and also
in the X-ray region, can detect individual photons, has a very rapid response and, perhaps
most importantly, provides an intrinsic spectral resolution (Section 4.1) of around 500 or
1000 in the visible. Its operating principle is based upon a Josephson junction. This has two
superconducting layers separated by a very thin insulating layer. Electrons are able to tun-
nel across the junction because they have a wave-like behaviour as well as a particle-like
behaviour and so a current may flow across the junction despite the presence of the insulat-
ing layer. Within the superconductor, the lowest energy state for the electrons occurs when
they link together to form Cooper pairs. The current flowing across the junction due to
paired electrons can be suppressed by a magnetic field.

The STJ detector therefore comprises a Josephson junction based upon tantalum, hafnium,
niobium, aluminium etc. placed within a magnetic field to suppress the current and having
an electric field applied across it. It is cooled to about a tenth of the critical temperature of
the superconductor — normally less than 1 K. A photon absorbed in the superconductor may
split one of the Cooper pairs. This requires an energy of a millielectron-volt or so compared
with about an electron volt for pair production in a CCD. Potentially therefore the ST] can
detect photons with wavelengths up to a millimetre. Shorter wavelength photons will split
many Cooper pairs, with the number split being dependent upon the energy of the photon,
hence the device’s intrinsic spectral resolution. The free electrons are able to tunnel across the
junction under the influence of the electric field and produce a detectable burst of current.

STJ detectors and the arrays made from them are still very much under development at
the time of writing, but have recently been tried on the William Herschel telescope (WHT).
The ESA/European Space Research and Technology Centre’s (ESA/ESTEC) S Cam 3 used
a 10 x 12 array of 35-pm square STJs and although somewhat damaged made successful
observations whilst on the WHT and also with the 1-metre Optical Ground Telescope.
Later versions of S-Cam are under development at the time of writing using slightly differ-
ent operating systems and with the aims of increasing the array sizes and of using simpler
(closed-cycle helium) cryostats.

STJs are also used as heterodyne receivers in the 100 GHz to 1 THz frequency range
(see Section 1.2) and in some dark matter detectors (see Section 1.7). They will also detect
X-rays directly up to energies of several kiloelectron volts and arrays of up to 48 x 48 basic
units have been considered as possibilities for some future X-ray spacecraft observatories.
Outside astronomy they find applications within quantum computing, as voltage stand-
ards and as magnetometers.
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1.1.13 Microwave Kinetic Inductance Detectors or Kinetic Inductance Detectors

A second device currently showing great future potential as a wide band detector and also
based upon photon interactions within a superconductor is the microwave kinetic induc-
tance detector (MKID) or kinetic inductance detector (KID). These detectors potentially
operate from the sub-millimetre region to X-rays. The use of the word ‘microwave’ in one
version of the name for the devices refers to the way in which they operate, not to the e-m
radiation region that they detect.

A superconducting circuit has a non-zero impedance (resistance to an alternating cur-
rent) which arises from the energy that is required to accelerate the electrons (in the form
of Cooper pairs) in one direction during the 0° to 90° phase part of the AC cycle, to decel-
erate them to zero velocity during the 90° to 180° part of the cycle, accelerate them in the
opposite direction during the 180° to 270° part and then to decelerate them again to zero
velocity during the 270° to 360° (0°) part. This kinetic inductance increases as the density
of the Cooper pairs of electrons decreases. A photon interacting within the superconduc-
tor will disrupt one or more Cooper pairs thus decreasing their density and so increasing
the kinetic inductance. By combining the device with a capacitor, a resonant circuit is
formed whose frequency lies in the microwave region (108 to 10" Hz or so — hence the ‘M’
in MKIDs). The change in kinetic inductance lowers the resonant frequency and it is this
change that is registered externally and provides the detection signal.

Like STJs, MKIDs can detect photons into the far infrared (FIR) and even microwave
regions because the energy required to split the Cooper pairs of electrons is so small. The
number of Cooper pairs split by an incoming photon will also be proportional to that pho-
ton’s energy, giving the devices an intrinsic spectral resolution. Their quantum efliciencies
are currently up to around 75%. Another major advantage of MKIDs is their relatively easy
fabrication into large arrays. This arises because several hundred or more of the basic units
can be constructed so that each has a slightly different resonant frequency. They can then
all be read using a single output and fed to a single amplifier. Aluminium is commonly
used as the superconductor material together with an absorber appropriate to the spectral
region of interest (tin, for example, at long wavelengths). Also like STJs, MKIDs have to
be operated at temperatures below 1 K so that their use is likely to be restricted to major
observatories where suitable cryogenic facilities can be provided.

Recently, an array camera for optical to near-infrared spectrophotometry (ARCONS),
a 32 x 32 pixel MKID array, was successfully tried out on the 5-metre Mount Palomar
telescope. ARCONS covered the 400-nm to 1.1-pm region using MKIDs fabricated from
titanium nitride. The intrinsic spectral resolution was around 10% and the arrival times
of photons were recorded to better than 2 microseconds. MKIDs have also been used for
astronomical observations at longer wave detections and potentially they may be devel-
oped for use into the UV region and even for X-ray detection.

1.1.14 Future Possibilities

As a general rule we may expect those detectors and techniques currently in use to be
developed and improved (better quantum efficiency, wider spectral coverage, faster, bigger,
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or smaller if that is more desirable, cheaper, larger dynamic range, lower noise etc.) on time
scales of a few years or so — and (without underplaying the hard and brilliant work that is
needed for such developments) we may regard this process as being routine, or at least as
normal. Equally and clearly, detectors and techniques that rely upon the invention or dis-
covery of some radically new technical process or scientific principle cannot currently be
speculated about. We are left therefore to look at the in-between possibilities.

Given that we already have detectors such as STJs and MKIDs that are capable of detect-
ing individual photons with good quantum efficiencies over a very wide spectral range,
with reasonable spectral and time resolutions, and perhaps reaching array sizes within
a few years time comparable with those of present-day CCDs, our optical detectors are
getting pretty close to the ideal detector conceivable for astronomy (if only they operated
at room temperature and were a lot cheaper!). What, therefore, apart from (relatively)
minor improvements in these various present-day attributes of optical detectors, could be
demanded of an ideal optical astronomical detector? The answer is intrinsic sensitivities to

 The phase of the incoming radiation
o Its state of polarisation

« Radiation from 1000-km radio wavelengths to GeV y-rays

The first two of these desirable attributes of these may not be too far distant — we have seen
earlier that heterodyne detection (and hence information of the phase of the radiation) at fre-
quencies of a few terahertz may become a reality within a decade or so. Given the normal way in
which technologies, once discovered, then have their boundaries pushed to further and further
limits, we may expect heterodyne detection to become possible at shorter and shorter wave-
lengths as time goes by. Visible light or UV heterodyne detectors, however, are probably still
several decades away. Many crystals do absorb or reflect light that is polarised in one fashion
better (or worse) than light polarised in a different fashion (see Section 1.3). Incorporating such
materials into CCDs, ST7Js, TESs (see below) etc. could endow them with an intrinsic sensitivity
to polarisation and perhaps this might be possible in years rather than decades.

A bit more speculatively, carbon nanotubes might be developable to act as antennas and
waveguides for visible light (they are at least of roughly the right size). Then all the tech-
niques, including the direct detection of phase and polarisation which are currently the
tools of radio astronomers, would become available to optical astronomy.

Extreme wideband sensitivity, however, is probably a long way off if, indeed, it is ever
possible. The reason for this pessimism is that although electromagnetic radiation has the
same basic nature whether we consider the highest energy y-rays or the longest wavelength
radio waves, the ways in which that radiation interacts with matter does vary from one part
of the spectrum to another. Thus (to a first approximation),

+ Radio waves interact with matter by direct induction of electric currents in conductors

o FIR and millimetre waves interact with the vibrations and rotations of molecules
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 NIR, visible and UV light interacts with the electrons in the outer levels of atoms and
molecules

« Far UV light and soft-X-rays interact with the inner electrons of atoms
o Hard X-rays and y-rays interact with the particles within atoms’ nuclei

« The highest energy y-rays interact with themselves (producing particle/anti-particle
pairs of various subatomic particles)

It is thus most unlikely that high-quality* detectors capable of picking up (say) hard
X-rays and NIR photons simultaneously and via the same physical process will be found,
simply because the two varieties of e-m radiation interact with the material forming the
detector in different ways.

1.1.15 Infrared Detectors

Many of the detectors just considered have some infrared sensitivity, especially out to
1 pm. However, at longer wavelengths, other types of detectors are needed, although if the
STJ or MKID fulfils their promise, one or the other may replace some of these devices in
the future.

In astronomy the infrared region is conventionally divided into three sections®; NIR, 0.7
to 5 um (4.3 PHz-600 THz), mid-infrared (MIR), 5 to 30 pm (600-100 THz) and FIR, 30 to
1000 pm (100 THz-300 GHz). At the long-wavelength end of the FIR region, there is over-
lap with the sub-millimetre region or as it is now quite frequently labelled, the terahertz
region (radiation of frequency 1 THz has a wavelength of 300 pm) and so there is some
duplication with the techniques considered in Section 1.2.

All infrared detectors need to be cooled,* and the longer the operating wavelength, the
lower the required temperature. Thus, in the NIR, liquid nitrogen (77 K) generally suffices,
in the MIR, liquid helium (4 K) is needed, whilst in the FIR, temperatures down to 100 mK
are used. Currently, there are two main types of infrared detector; the photoconductor

* Thermal detectors, such as thermocouples, can detect over very wide ranges of the spectrum provided only that they can
absorb and so be heated by the e-m radiation that is involved. They are of low sensitivity but have in the past been used
to cross-calibrate more sensitive detectors operating in different parts of the spectrum.

Future developments in the superconducting detectors that operate by detecting photons via the disruption of Cooper
pairs of electrons (STJs, MKIDs, SNSPDs and QCDs) may give the lie to this statement. However, it still seems likely that
different absorbers would be needed for the devices when operating in different spectral regions even though the detect-
ing mechanism may be the same in each case. So effectively, different detectors will still be used.

Much narrower subdivisions are used within photometry (Section 3.1), especially for the NIR. There are thus seven
defined photometric bands (I, Z, J, H, K, L and M) within the 780-nm to 4.75-pm region for the JCG photometric sys-
tem alone. Also, there are many other conventions in use - for example in military and surveillance applications the
definitions, short-wavelength IR (SWIR: 1-3 pm), middle-wavelength IR (MWIR: 3-5 pm), long wavelength IR (LWIR:
8-14 um) and very long wavelength IR (VLWIR:14-30 pum) are likely to be encountered.

NASA’s Spitzer infrared space observatory was launched in August 2003 and for almost 6 years its instruments were
cooled to below 3 K using liquid helium, thus enabling observations to be made over the wavelength range from 3 to
180 pm. The helium coolant was exhausted in May 2009. The spacecraft then entered the ‘warm’ phase of its mission,
observing just at 3.6 and 4.5 um. This terminology however is misleading - the instruments are operating at 31 K - so
‘warm’ in this context is still decidedly chilly.

-+

e
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FIGURE 1.25 The transparent and partially transparent spectral regions (windows) of the Earth’s
atmosphere. The main, but not the only causes, of the opaque regions are listed at the top of the
diagram. The spectrum goes off to both the left (X-rays and y-rays) and right (extremely low fre-
quencies [ELFs]), theoretically to infinity, but there are no further windows.

for the NIR and MIR and somewhat into the FIR and the bolometer for the FIR. As just
discussed, various varieties of superconductor-based detectors seem likely to add a third
strand to this list in the future.

The Earth’s atmosphere is opaque over much of the infrared region, although there
are narrow wavelength ranges (windows — Figure 1.25) where it becomes transparent to a
greater or lesser degree. The windows can be enhanced by observing from high altitude,
dry sites or by flying telescopes on balloons or aircraft. Nonetheless, the sky background
can still be sufficiently high that images have to be read out several hundred times a second
so that they do not saturate. Much of the observing therefore has to be done from space-
craft. Conventional reflecting optics can be used for the telescope and the instruments,
though the longer wavelength means that lower surface accuracies are adequate. Refractive
optics, including achromatic lenses, can be used in the NIR, using materials such as bar-
ium, lithium and strontium fluoride, zinc sulphate or selenide and infrared-transmitting
glasses.

1.1.15.1 Photoconductive Cells

Photoconductive cells exhibit a change in conductivity with the intensity of their illumi-
nation. The mechanism for that change is the absorption of the radiation by the electrons
in the valence band of a semiconductor and their consequent elevation to the conduc-
tion band. The conductivity therefore increases with increasing illumination and is moni-
tored by a small bias current. There is a cut-off point determined by the minimum energy
required to excite a valence electron over the band gap. A very wide variety of materials
may be used, with widely differing sensitivities, cut-oft wavelengths, operating tempera-
tures etc. The semiconductor may be intrinsic, such as silicon, germanium, lead sulphide,
indium antimonide or HgCdTe. For the NIR and the short wavelength end of the MIR, the
HgCdTe alloy approaches being the ideal material for detectors. It is a mix of cadmium
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and mercury tellurides. Its sensitivity can be tailored to requirements over the range from
1 to 30 pm (300 to 10 THz) by adjusting the relative proportion of cadmium in the mix and
it has a quantum efficiency, with anti-reflection coatings, of up to 90%. By removing the
substrate after its manufacture the detector can be made simultaneously sensitive to visible
and infrared radiation.

The band gaps in intrinsic semiconductors, however, tend to be large, restricting their
use to the NIR. Doping of an intrinsic semiconductor produces an extrinsic semiconduc-
tor with the electrons or gaps from the doping atom occupying isolated levels within the
band gap. These levels can be just above the top of the valence band, or close to the bottom
of the conduction band so that much less energy is needed to excite electrons to or from
them. Extrinsic semiconductors can therefore be made that are sensitive across most of
the infrared. Doping is normally carried out during the melt stage of the formation of the
material; however, this can lead to variable concentrations of the dopant and so to variable
responses for the detectors. For germanium doped with gallium (Ge(Ga)), the most widely
used detector material at wavelengths longer than 50 pm, extremely uniform doping has
been achieved by exposing pure germanium to a flux of thermal neutrons in a nuclear
reactor. Some of the germanium nuclei absorb a neutron and become radioactive. The 3 Ge
nucleus transmutes to 5, Ge which in turn decays to ; Ga via p decay. Arsenic, an n-type
dopant, is also produced from 7, Ge during the process; however, only at 20% of the rate of
production of the gallium. The process is known as neutron transmutation doping (NTD).
The response of Ge(Ga) detectors may additionally be changed by applying pressure or
by stressing the material along one of its crystal axes. The pressure is applied by a spring
(Figure 1.28) and can change the detectivity range of the material (which is normally from
~40 to ~115 pm: 7.5 to 2.6 THz) to ~80 to ~240 pm (3.8 to 1.3 THz).

Ge(Ga) along with silicon doped with arsenic (Si(As)) or antimony (Si(Sb)) is also one of
the materials used in the relatively recently developed blocked impurity band (BIB*) detec-
tors. These use a thin layer of very heavily doped semiconductor to absorb the radiation.
Such heavy doping would normally lead to high dark currents but a layer of undoped semi-
conductor blocks these. Ge(Ga) BIB detectors are sensitive out to about 180 pm (1.7 THz)
and are twice as sensitive as normal stressed Ge(Ga) photoconductors around the 140 pm
(2.1 THz) region. Further extension of the cut-oft wavelength limit of these devices to
300 pm (1 THz) may soon be achievable using GaAs(Te), Ge(Sb) and/or Ge(Ga).

Photoconductive detectors that do not require the electrons to be excited all the way to
the conduction band have been made using alternating layers of GaAs and indium gal-
lium arsenide phosphide (InGaAsP) or aluminium gallium arsenide (AlGaAs), with each
layer being only 10 or so atoms thick. The detectors are known as quantum well infra-
red photodetectors (QWIPs). The lower energy required to excite the electron gives the
devices a wavelength sensitivity ranging from 1 to 12 pm. The sensitivity region is quite
narrow and can be tuned by changing the proportions of the elements. Recently, National
Aeronautics and Space Administration (NASA) has produced a broadband 1k x 1k QWIP
with sensitivity from 8 to 12 pm by combining over a hundred different layers ranging

* Also known as Impurity Band Conduction (IBC) detectors.
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TABLE 1.3 Materials Used for Infrared Photoconductors

Cut-off Wavelength/Frequency or
Wavelength/Frequency Range

Material pm THz
Silicon (Si) 111 270
Germanium (Ge) 1.8 167
Gold-doped germanium (Ge(Au)) 1-9 300-33
Mercury-cadmium-telluride (HgCdTe) 1-30 300-10
Gallium arsenide QWIPS (GaAs + InGaAsP or AlGaAs) 1-12 300-25
Lead sulphide (PbS) 3.5 86
Mercury-doped germanium (Ge(Hg)) 4 75
Indium antimonide (InSb) 6.5 46
Copper-doped germanium (Ge(Cu)) 6-30 50-10
Gallium-doped silicon (Si(Ga)) 17 18
Arsenic-doped silicon BIB (Si(As)) 23 13
Gallium-doped germanium (Ge(Ga)) ~40-~115 ~7.5-~2.6
Gallium-doped germanium stressed (Ge(Ga)) ~80-~240 ~3.8-~1.3
Boron-doped germanium (Ge(B)) 120 2.5
Gallium-doped germanium BIB (Ge(Ga)) ~180 ~1.7
Antimony-doped germanium (Ge(Sb)) 130 2.3

from 10 to 700 atoms thick. Quantum dot infrared photodetectors (QDIPs) have recently
been developed wherein the well is replaced by a dot (i.e. a region that is confined in all
spatial directions). It remains to be seen if QDIPs have any advantages for astronomy over
QWIPs.

The superlattice has a similar structure to that of QWIPs with alternating layers of semi-
conductor materials each a few nanometres thick. In the type II superlattice the conduc-
tion and valence bands do not overlap so that the electrons and holes are trapped. These
structures may be developed into infrared detectors suitable for astronomical applications
in the future since they can have quantum efficiencies of up to 30%.

Details of some of the materials used for infrared photoconductors are listed in Table
1.3. Those in current widespread use are italicized.

1.1.15.2 Bolometers

A bolometer is simply a device that changes its electrical resistivity in response to heating
by illuminating radiation. At its simplest, two strips of the material are used as arms of a
Wheatstone bridge. When one is heated by the radiation its resistance changes and so the
balance of the bridge alters. Two strips of the material are used to counteract the effect of
slower environmental temperature changes, since they will both vary in the same manner
under that influence.

Cooled semiconductor bolometers were once used as astronomical detectors through-
out most of the infrared region. Photoconductive cells have now replaced them for NIR
and MIR work, but they are still used for the FIR (~100 pm to a few mm, 3 THz to 100 GHz
or s0). Germanium doped with gallium (a p-type dopant) is widely used for the bolometer
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material with a metal-coated dielectric as the absorber. The bolometer is cooled to around
100 mK when in operation to reduce the thermal noise. Germanium doped with beryl-
lium, silicon and silicon nitride are other possible bolometer materials.

The current state of the art uses an absorber that is a mesh of metallised silicon nitride
like a spider’s web, with a much smaller bolometer bonded to its centre. This minimises the
noise produced by cosmic rays, but since the mesh size is much smaller than the operating
wavelength, it still absorbs all the radiation. Arrays of bolometers up to 30 x 30 pixels in
size can now be produced.

1.1.15.3 Other Types of Detectors

A recent development that promises to result in much larger arrays is the TES. These detec-
tors are thin films of a superconductor, such as tungsten, held at their transition temper-
ature from the superconducting to the normally conducting state. There is thus a very
strong dependence of the resistivity upon temperature in this region. The absorption of a
photon increases the temperature slightly and so increases the resistance. The resistance is
monitored through a bias voltage. Their quantum efficiency can reach 95%. MKIDs, also
based upon thin superconducting films, are already in use as astronomical infrared detec-
tors and promise to find much wider application as their array sizes increase.

Two more superconducting detectors (in addition to STJs and MKIDs) whose operating
principle is based upon the disruption of Cooper pairs are the superconducting nano-
wire single-photon detector (SNSPD) and the quantum capacitance detector (QCD). These
devices have yet to be applied to astronomy, but may find such application in the future.

The basic element of the SNSPD is a tightly concertinaed niobium nitride wire whose
dimensions are typically 10 nm x 100 nm x 100 pm. The wire is cooled to well below
its critical temperature and has a dc bias current running through it that is just below
the critical current. Absorption of a photon breaks some of the Cooper pairs of electrons,
reducing the critical current to below the bias current. The resulting transition to a non-
superconducting state is used to shunt the bias current to an amplifier and the ensuing
voltage pulse indicates the absorption of the photon. Its speed of operation is higher than
that of TES detectors and it has most of the other advantages of superconducting detectors.

In the QCD the electrons from Cooper pairs that have been disrupted by an absorbed
photon tunnel through to a microwave resonator. They change the capacitance of the reso-
nator and so also its resonant frequency. The read-out of the detection is similar to that
in the MKID. The device’s advantage over the MKID may be that of improved sensitivity.

For detection from the visual out to 30 pm (10 THz) or so, a solid-state photomultiplier
can be used. This is closely related to the avalanche photodiode. It uses a layer of Si(As)
on a layer of undoped silicon. A potential difference is applied across the device. An inci-
dent photon produces an electron-hole pair in the doped silicon layer. The electron drifts
under the potential difference towards the undoped layer. As it approaches the latter, the
increasing potential difference accelerates it until it can ionise further atoms. An electrode
collects the resulting avalanche of electrons on the far side of the undoped silicon layer. A
gain of 10* or so is possible with this device. It has found little application in astronomy
to date.
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A surprising recent development is the revival of the Golay cell as an FIR detector. The
Golay cell comprises a chamber containing a gas. One wall of the chamber is a thin flexible
membrane with a reflective coating. Radiation entering the chamber heats the gas, thus
raising its pressure. The increased pressure causes the membrane to balloon outwards by
a small amount. The membrane’s movement is then detected by reflecting a beam of light
off it. Golay cells were used as astronomical IR detectors in the early days but were quickly
replaced by superior devices. Their modern application arises because they do not need
cooling so they are being investigated as possible detectors of terahertz continuum radia-
tion from solar flares for instruments on board balloons or spacecraft.

Platinum silicide acting as a Schottky diode can operate out to 5.6 pm. It is easy to fab-
ricate into large arrays, but is of low sensitivity compared with photoconductors. Its main
application is for terrestrial surveillance cameras.

Large* (2k x 2k pixel) arrays can now be produced for some of the NIR detectors and
1k x 1k pixel arrays for some MIR detectors, although at the long-wave end of the MIR,
arrays are 256 x 256 at maximum. In the FIR, array sizes are limited to a maximum of
around 100 x 100 pixels at the short-wave end and to a few tens of pixels (not always in
rectangular arrangements) in total at the long-wave end. Unlike CCDs, infrared arrays
are read out pixel by pixel. Although this complicates the connecting circuits, there are
advantages; the pixels are read out non-destructively and so can be read out several times
and the results averaged to reduce the noise, there is no cross talk (blooming) between the
pixels and one bad pixel does not affect any of the others. The sensitive material is usually
bonded to a silicon substrate that contains the read-out electronics.

A recent technological development may, however, lead to cheaper and larger arrays.
Typically, a 2k x 2k IR array currently costs up to $500,000. One of the major constraints
on building larger sizes is the mismatch between the properties of the silicon substrate and
that of the IR detector materials — particularly the inter-atomic spacings in the crystals and
their thermal expansion coefficients. Molecular beam epitaxy,’ already a technique widely
used in the semiconductor industry, is starting to be used to apply HgCdTe to a silicon
wafer substrate. Since silicon wafers can come in sizes up to 300 mm, arrays up to 14k x 14k
could potentially be produced within a few years and at much lower costs than the smaller
arrays available today.

In the NIR, large format arrays have led to the abandonment of the once common
practice of alternately observing the source and the background (chopping), but at lon-
ger wavelengths the sky is sufficiently bright that chopping is still needed. Chopping may
be via a rotating ‘windmill’ whose blades reflect the background (say) onto the detector,
whilst the gaps between the blades allow the radiation from the source to fall onto the

* For two or more decades the sizes of infrared arrays have been doubling every 18 to 20 months. This is similar to Moore’s
law growth in the capabilities of computers (named after Gordon Moore). However, the sizes of individual CCD arrays
have not followed such a law in recent years and have perhaps reached a naturally useful size limit at around 4k x 4k
(increasingly large mosaics, of course, do carry on with the Moore’s law trend). Since some infrared arrays are now
approaching that size, their growth may also soon slow down or come to a halt.

* A process whereby a layer of a different material is deposited onto a substrate within a vacuum chamber at a rate slow
enough that the new layer adopts the crystalline structure of the substrate.
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detector directly. Alternatively, some telescopes designed specifically for infrared work
have secondary mirrors that can be oscillated to achieve this switching.

It might seem that the larger the array, the better. However, with limited resources (i.e.
money!) this may not always be the case. The relative noise within the combined output
of n detectors is reduced by a factor of n'/2 compared with the relative noise from a single
detector, but if the noise level from a single detector can be reduced, the improvement in
the performance is directly proportional to the degree of that noise reduction. Thus, it
may be better to spend the available money on a few good detectors rather than on lots of
poorer detectors. Of course, lots of good detectors are even better. In the early 1990s, J. N.
Bahcall attempted to quantify this concept with the astronomical capability of a system.
This he defined as

Lifetime X Efficiency X Number of Pixels

Astronomical capability = (1.4)

(Sensitivity)*

If used with some caution, this is a useful parameter for deciding between the different
options that may be available during the early planning stages of a new instrument. For
example the potential astronomical capability of the Mid-Infrared Instrument (MIRI) on
the James Webb Space Telescope (JWST) is four to five magnitudes (x10* to x10°) better
than the capability of the Spitzer spacecraft’s instruments.

1.1.15.4 Applications
There are many recent, current and possible future examples of the use of infrared detec-
tors within astronomy. Some selected examples are briefly discussed below.

The JWST (currently due for launch in 2018) will carry two main instruments for NIR
observations (and one for the MIR — see below). The NIR camera (NIRCAM) will use four
2k x 2k HgCdTe arrays for the range 600 nm to 2.3 pm and one 2k x 2k HgCdTe array for
the 2.4- to 5.0-pm region. Whilst the NIR spectrograph ([NIRSPEC] - see Section 4.2) will
use two 2k x 2k HgCdTe arrays for the 1- to 5.0-pm region (and will be able to extend this
down to 600 nm at lower spectral resolution).

The Visible and Infrared Survey Telescope for Astronomy (VISTA), which had first light
in 2009 (Figure 1.26), uses sixteen 2k x 2k HgCdTe arrays that are sensitive to the range
800 nm to 2.5 pm and has a field of view 1.65° across. The individual arrays are separated
by large dead spaces so that six exposures with slight shifts between each are needed to
give complete coverage of one area of the sky. VISTA’s science programme until 2016 is to
survey the whole of the southern sky in the NIR with selected areas being observed more
intensively.

An instrument for ESO’s VLT, the K-Band Multi-Object Spectrograph (KMOS) has
recently achieved first light. It is an NIR multi-object, integral field spectrograph (see
Section 4.1) covering the 1- to 2.5-pm region. The instrument uses three separate spectro-
graphs, each of which employs a single 2k x 2k HgCdTe detector.

The first generation instrument, FLITECAM, for the 2.5-metre airborne Stratospheric
Observatory for Infrared Astronomy (SOFIA) telescope uses a 1k x 1k indium antimonide
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FIGURE 1.26  (See color insert.) ESO’s 4.1-metre VISTA telescope. The large metal cylinder mounted at
and projecting beyond the top ring of the telescope is the infrared camera containing the cryostat, baf-
fles, filters and, of course, the 67.1-mega-pixel detector array. (Reproduced by kind permission of ESO.)

array to observe over the 1- to 5-um region and this is currently being commissioned. The
Wide-field Infrared Survey Explorer (WISE) spacecraft operated from December 2009 to
February 2011 (when its hydrogen coolant ran out) observing at 3.4 and 4.6 pm using
four 1k x 1k HgCdTe arrays. The Indian Chandrayaan-1 mission to the Moon that was
launched in 2008 carried a low-resolution spectrograph that used a 480 x 640 substrate-
removed HgCdTe array covering the region from 700 nm to 3.0 pm in order to study lunar
mineralogy and to look for water (which it found). The Spitzer spacecraft, launched in
August 2003 and now in its ‘warm’ phase, is still operating with an NIR camera using 256
x 256 indium antimonide arrays to observe at 3.6 and 4.5 pm.

QWIPs have been used for terrestrial and atmospheric remote sensing and for com-
mercial and military purposes, but whilst a 256 x 256 QWIP array has been used on the
5-metre Hale telescope and others in the Search for Extraterrestrial Intelligence (SETI),
they have found few other astronomical applications so far, perhaps because of their low
quantum efficiencies (around 10%).

In the MIR, the JWST will carry MIRI. The MIRI imager will cover the 5- to 28-pym
(60-11 THz) region using a 1k x 1k Si(As) BIB array. The MIRI spectrograph will cover
the same spectral region with low and high spectral resolution options using two 1k x
1k Si(As) BIB arrays. The VLT Mid-Infrared Imager and Spectrometer (VISIR) which is
used on ESO’s VLT for imaging and spectroscopy between 8 to 13 pm (38-23 THz) and
16.5 to 24.5 pm (18-12 THz) has two 256 x 256 BIB detectors, whilst SOFIA’s Faint Object
Infrared Camera for the SOFIA Telescope (FORCAST) MIR detector uses 256 x 256 Si(As)
and Si(Sb) BIB ar